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ABSTRACT
The mining industry is constantly faced with the dual
needs for safety and improved productivity. It is widely
recognized that robots can play a significant role in pre-
disaster (pre-emption) and post-disaster (recovery) mine
rescue operations. This would inevitably enhance produc-
tivity and greatly reduce human exposure to dangerous
underground mine environment. Nonetheless, the success
of a robot in a mine depends greatly on its visual capa-
bility to correctly interpret its immediate environment for
navigational purposes. This work serves to assist robots’
drivability in an underground mine. A probabilistic ap-
proach based on the local entropy is employed. The en-
tropy is measured within a fixed window on a stream of
mine frames to compute features used in the segmentation
process. We then compare results using the statistical re-
gion merging (SRM) approach and evaluate the perfor-
mance to provide useful qualitative and quantitative con-
clusions. Different regions of the mine, such as the shaft,
stope and gallery, are investigated and results show that
a good drivable region can be detected in an underground
mine environment.

Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: Seg-
mentation—region growing, partitioning and pixel classi-
fication; I.2.9 [Robotics]: Sensors, Autonomous vehicles;
I.2.10 [Vision and Scene Understanding(I.4.8,I.5)]:
Intensity, color, photometry and thresholding

General Terms
Algorithms, Experimentation, Performance, Reliability.

Keywords
SRM, Entropy, Drivability, Region Detection, Navigation,
Mine, Underground Terrains, and Robot
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1. INTRODUCTION
The mining industry of South Africa is a world class

industry and a cornerstone of the South African econ-
omy. Figure 1 shows the growth in sales volume of South
African mining products between the years 1987 and 2009
[41] and Figure 2 shows an overview of value distribution
created by the mining industry [33]. In 2009, according
to a report published by the Chamber of Mines of South
Africa [4], the industry contributed:

• 8.8% directly, and 10% indirectly, to the country’s
GDP.

• Over 50% of merchandise exports.

• About 1 million jobs (500 000 directly).

• About 18% of gross investment (10% directly).

• Approximately 30% of capital inflows into the coun-
try’s economy.

• 93% of the country’s electricity-generating capacity.

• About 30% of the country’s liquid fuel supply.

• Between 10% and 20% of direct corporate tax re-
ceipts (worth R10.5-billion).

While these benefits are derived from the mining industry,
many risks are associated with the business of the extrac-
tion of an ore body. The needs for safety and efficiency in
the mining industry have called for the serious attention
of researchers and practitioners in recent time. The “Mine
Health and Safety Act 1996” [17] stipulates that employ-
ers must ensure safety and maintain a healthy and safe
mining environment for workers. In the history of mining,
the mortality rate of miners has been alarming; numerous
accidents and disasters have been recorded [25]. Over 256
miners were reported dead and more than 64,000 were in-
jured in mining accidents in the decade between 1988 and
1998.
According to a report in 2011 [33], fatalities were still

unacceptably high, in line with the trend experienced in
the recent past. Figure 3 shows some accident rates of
miners and their work experience. Much effort has been
directed to mine safety in past decade as the consensus
remains that one death is one too many. It is estimated
that the safety performance of the South African mining
industry must improve by at least 20% per year to reach,
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Figure 1: South African Sales Trend of Mining
Products (B1 Information 2009, Department of
Minerals and Energy)

the average performance of Australia, US and Canada [22]
by 2013.
Underground mines’ operation is associated with severe

safety problems and the environments of mines tends to
degrade fairly rapidly as mining progresses. Thus, the
environment requires continuous investigation/monitoring
for safe, effective and timely decisions of the management.
Miners are susceptible to hazardous situations such as
fall of ground, respiratory diseases associated with high
level of dust, ergonomic hazards, falls in shafts, explosives,
trucks and trams and unstable ground conditions. High
fatality rates subject the mine industry to poor produc-
tivity. If a mine is unable to become more productive, it
will go out of business, causing economic loss to the min-
ing industry and the nation as a whole. Thus, creating
a safe working environment for miners is not negotiable
and would make mines remain as productive as possible
in order to remain economically viable.

Figure 2: Distribution of Value Created by the
Mining Sector

Safety is one of the key factors driving the trend to
automation, which has attracted significant attention in
recent years [10]. The significant potentials offered by
autonomous robots have made them highly relevant in to-
day’s world [8]. To provide effective safety measures in
mines, robots would play a crucial role. For example,
robots can be sent to areas considered dangerous for hu-
man operation [37]. However for a robot to traverse a
course effectively, its visual capability plays a key role.
How the robot perceives and interprete its immediate en-
vironment is very important [13]. A significant part of
artificial intelligence deals with planning or deliberation
for system that can perform mechanical actions such as
moving a robot through some environment. This type of
processing (visual sensation) typically needs input data
provided by a computer vision system, acting as a vision

Figure 3: A Histogram Showing Total Mining Ex-
perience (in Months) and Accident Rates.

Figure 4: Overview of Autonomous Robot Navi-
gation in the Mine

sensor and providing high-level information about the en-
vironment and the robot.
The human visual system (HVS) carries out recognition

on image objects with ease. Activities such as sensing the
environment, behavioral sequences and self propulsion are
carried out by humans effortlessly. However, designing
computer vision algorithms to imitate this is a challenging
task [27]. Road following and autonomous path navigation
requires an ability to discriminate between the road and
surrounding areas and is a well-studied visual task [13, 27,
31]. However, its application to underground mining has
generally not been explored in depth. Thus, it remains an
ongoing key challenge
While robots have a great deal of potential to deal with

safety issues in mines, an effective vision model is criti-
cal to their success. However, addressing robots’ vision
in underground terrains has received little attention in re-
search. Drivable region detection for robots in a mine is
a sound basis for navigation or path planning. Figure 4
depicts our idea of the autonomous robot’s navigation in
a mine. This research focuses on the perception module,
a critical component in autonomous navigation, while the
mechanical and control modules fall beyond the scope of
this study. The perception module aims to capture ob-
servation of the environment (standard and high resolu-
tion imagery) based on the robots current position, and
to specify which region is safe for robot’s navigation. The
major contributions of this paper are twofold:

• Firstly, application of the entropy and statistical re-
gion merging (SRM) models to drivability analysis
of underground mines.

• Secondly, presentation of a visual assessment and
quantitative evaluation of both models as a measure
of their performance using publicly available mine
images with a stream of images captured locally in
an underground mine. [1, 2, 3].
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To the best of our knowledge, despite being widely used to
detect drivable regions for surface navigation, the entropy
and SRM models have never been applied to an under-
ground environment.
The rest of the paper is organised as follows: Section

2 presents a brief review of relevant literature. Section 3
presents the methodology and framework in detail. Sec-
tion 4 follows with the experimental results and a review
of the outcome measures for quatitative performance eval-
uation. Section 5 concludes the paper and future work are
also presented.

2. THEORETICAL BACKGROUND
This section describes some work in the field of au-

tonomous processes and image processing. The mathe-
matical background to the entropy and SRM models is
also documented in order to demonstrate the underlying
principles of these models as employed in current research.

2.1 Related Work
The advancement in robotics and automation has led to

a significant increase in autonomous processes. This has
prompted the research community to develop new meth-
ods for autonomous navigation and even improve on ex-
isting ones [28] [31] [35]. Autonomous navigation in an
underground mine environment has been studied for more
than twelve years [34], a robust algorithm that is applica-
ble in different terrains is yet to emerge. Thus, it remains
an ongoing key challenge. Over the years, there has been
some development in the field of image processing and
segmentation, region classification and object detection
for autonomous processes [7].
Greve et al. [19] report a new approach for the clas-

sification of image regions. They used wavelet standard
deviation descriptor for texture patterns. The idea is to
find a label for each region in any given image that can
later be used in image management applications or re-
trieval systems e.g. to automatically tag inserted photos.
The ultimate aim is to reduce the problem of image region
classification to a problem of texture pattern classification.
Neuhaus et al. [29] investigate terrain drivability anal-

ysis in the 3D laser range data for autonomous robot nav-
igation in unstructured environments. They used grid-
based PCA and hierarchical PCA algorithms for classi-
fying regions as either drivable or not and conducted a
further examination using a novel algorithm, which deter-
mines the local terrain roughness.
Valarmathi and Aruna [40] proposed a novel approach

to extract image features such as contour extraction and
edge detection for image segmentation with self organizing
properties for a network of adaptive elements. They used
a type of neural network called Kohonen’s self organising
maps. The extra spatial information about a pixel region
by using the unsupervised training algorithm verifies that
the neighbouring pixels should have similar segmentation
assignment unless they are on the boundary of two distinct
regions.
From the literature, it is observed that most of the

early studies on autonomous drivability analysis focus on
outdoor navigation and ground-based detection. Under-
ground terrains have received less attention, probably be-
cause of their roughness, compared to structured and un-
structured ground-based terrains.
The state-of-the-art technology in mine automation in-

cludes a discussion on the various research projects and
activities that have been carried out on the subject of

automation of excavating machinery [21]. They stressed
that the main tasks involved in autonomous loading are
excavation, navigation, obstacle detection and avoidance.
Nonetheless, most practical operations by robot in a mine
have only been teleoperated [20] by a human and drivable
region detection for robots in a mine has been scarcely
addressed.
There has been a drift in robotics technology over the

years with variations in application and phases of au-
tomation. The first-generation applications involve modi-
fication of conventional devices such as Load-Haul Dump
(LHD) vehicles. The second phase of automation involves
the creation of dedicated teleoperated robots while the
third generation paradigm shift deals with autonomous
robots in an exclusively robotic environment. Robotic
technology has been extended to automated navigation
of a LHD unit of underground mines. A roof mounted
reflected line and a camera were used to guide the vehicle
along the mine passages.
Bakambu et al. [9] describe an autonomous platform

for navigation and surveying within networks of tunnels,
as those typically found in underground mines and caves.
The system works in two alternative modes: surveying
mode or navigation mode. In the surveying mode, they
gathered range data for map building using a remotely
located supervisor who instructs the platform to move
through successive sections of the network. In naviga-
tion mode, the supervisor specifies high-level missions us-
ing the previously acquired survey maps. A motion plan-
ner then translates each mission into a set of consecutive
navigation actions separated by natural landmarks. Mis-
sion execution consists of autonomously detecting land-
marks, self-localizing, and performing the planned navi-
gation actions. The path following controller uses kine-
matical model of the motion vehicle, that depends on po-
sition (x, y) and orientation θ, while the wall following was
ensured by following the middle axis of the drift.
Another initiative is the work of Clark et al. [16] that

presented the development of an underwater robot sys-
tem capable of mapping out and navigating underwater
tunnel systems. They used the Simultaneous Localisation
and Mapping (SLAM) techniques on a small underwater
robot. A variation is presented by Aminossadati et al.
[5], where computational fluid dynamics (CFD) modeling
is used to simulate the airflow behavior in underground
crosscut regions, where brattice sails are used to direct
the airflow into these regions. This would help the mine
ventilation designers meet the mine safety requirements.
With improved mine safety and productivity in mind

[18], an innovative alternative to manual procedures is de-
scribed for the application of carbon fiber and resin in-
jection in concrete surfaces in tunnels. Vision and laser
telemeter sensing are integrated into the tool to assure
precise inspection and maintenance operations.
Lavigne et al. [24] investigated mapping GPS-deprived

underground mining environments with the eventual goal
of using these maps for navigation. The major goal of the
work was to overcome the requirement for human input
and to make the map building process autonomous. A
similar problem is addressed by Hlophe [23]. Andreasson
et al. [6] focus on methods to derive a high-resolution
depth image from a low-resolution 3D range sensor and a
colour image, they use colour similarity as an indication
of depth similarity, based on the observation that depth
discontinuities in the scene often correspond to colour or
brightness changes in the camera image. This work hinges
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on the work of Ferguson et al. [38], which deals with ac-
quiring accurate and very dense 3D models in excavation
sites and mapping of underground mines.
Our work focuses on the enhancement of robots’ visual

capability in underground mines by exploring drivability
analysis of different regions in mines. This study uses two
methods, which are the entropy and SRM models. These
methods are used to extract features (colour and texture),
thereafter image region segmentation and classification is
carried out. The goal is to accelerate autonomous mine
safety inspection tasks and consequently improve mine
productivity.

2.2 Entropy Model
Entropy is defined as the number of binary symbols

needed to code a given input given the probability of that
input appearing on a stream. Entropy of an image is a sta-
tistical measure of randomness that can be used to char-
acterize the texture of the input image [11]. High entropy
indicates a high variance in the pixel values while low en-
tropy is associated with fairly uniform pixel values. Since
entropy is a measure of randomness, it provides a way
to compare different regions (drivable and non-drivable
regions) of the mine frames. The entropy of the mine im-
ages is computed using Equation (1) such that every pixel
in the entropy filtered image (EFI) is measured within a
fixed window (9 × 9 window in our case), which accounts
for a reasonable percentage of the textural distribution of
each pixel region.
The entropy for the pixel neighbourhood window is com-

puted as shown in Equation (1).

ki =
∑
v

−qv × log2(qv). (1)

where qi represents the probability that a random pixel p
chosen from the window centered at pv will have intensity
i. The computation is done using the non-zero values of
the histogram samples probability, say qv, for every point,
h, in the sample histogram as shown in Equation (2).

samples-probability (qv) =
h

length of histogram
. (2)

The entropy filter measures the relative change of entropy
in a defined or sequential order [14]. For each pixel p(i, j)
in the EFI, there exists corresponding pixels p1, p2, ..., pN
for each mine image. The local entropy ki measured within
a fixed window, for each pixel pi in each image, is com-
puted and the weighted average p is computed as shown
in Equation (3).

p =

∑N
i=1 piki∑N
i=1 ki

. (3)

2.3 Statistical Region Merging (SRM)
A region is a group of connected pixels with some ho-

mogeneity in feature property. Image segmentation refers
to the process of partitioning a digital image into multi-
ple regions (sets of pixels). Segmentation is a collection of
methods allowing to interpret parts of the image as objects
by transforming the pixels into visually meaningful parti-
tion of regions and object. The object is everything that is
of interest in the image and the rest of the image is consid-
ered as the background. For an image I and homogeneity
predicate Hp, the segmentation of an observed image I is
a partition K of I into a set of G regions, R1, R2, . . . RG,
such that the following conditions hold [12]:

a. Hp(Rg) = true ∀g

b. Hp(Rg ∪Rh) = false ∀ adjacent(Rg, Rh)

c.
∪G

g=1 Rg = I with g ̸= h and Rg ∩Rh = ∅

Statistical region merging (SRM) models segmentation
as an inference problem by performing a statistical test
based on a merging predicate and has been widely used in
medical imaging and remote sensing imagery [14, 15, 30,
26]. In region merging, regions are iteratively grown by
combining smaller regions or pixels. SRM uses a union-
find data structure or merge-find set that is defined as
follows:

• Find: Determines if two elements (pixels) are in the
same subset.

• Union: Merges two subsets (sub-region) into a single
subset (region) based on some criteria.

A major limitation of SRM is overmerging, where an
observed region may contain more than one true region.
It has been shown that the overmerging error is more or
less insignificant as the algorithm manages an accuracy in
segmentation close to optimum [30]. The idea is to recon-
struct the statistical (true-similar) regions of an observed
image instance.
The algorithm relies on the interaction between a merg-

ing predicate and the estimated cluster, Q, specified. The
merging predicate, P (R,R′), on two candidate regions,
R,R′, is depicted in Equation (4) with an extension in
Equations (5) and (6).

P (R,R′) =

{
true if ∀c ∈ (R,G,B), |R̄′

c − R̄c| ≤ T

false otherwise

(4)

T =
∣∣∣√k2(R) + k2(R′)

∣∣∣ . (5)

k(R) = g

√
1

2Q |R| ln(6|I|
2R|R|). (6)

Rc is the observed average colour channel c in region R
and R|R| represents the set of regions with R pixels.
Let I be an observed image with pixels |I| that each con-

tains three (R,G,B) values belonging to the set {0, 1, · · · , g−
1 pixels} where g = 256. The observed image I ′ is gener-
ated by sampling each statistical pixel for the three RGB
channels. Every colour level of each pixel of I ′ takes on
value in the set of Q independent random variables with
values of [0, g/Q]. Q is a parameter that describes the
statistical complexity of I ′, the difficulty of the problem
and the generality of the model [26]. The optimal statis-
tical regions in I ′ satisfy the property of homogeneity and
separability.

• Homogeneity property: In any statistical region and
given any colour channel, the statistical pixels have
the same expectation value.

• Separability property: The expectation of any ad-
jacent statistical region differ in at least one colour
channel

Equation (7) defines the sort function [30], where p′a, pa
represent pixel values of a pair of adjacent pixels of the
colour channel.

f(p, p′) = max
a∈R,G,B

|pa − p′a|. (7)
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3. PROPOSED SYSTEM MODEL FOR DRIV-
ABILITY ANALYSIS

This section presents our methodology and give detailed
description of the entropy and SRM approach to drivabil-
ity analysis.

3.1 Proposed System Model
Our system approach is presented in this section. The

entropy and SRM methods as discussed in the previous
section are presented here. We also give useful qualita-
tive and quantitative evaluation measures for performance
checking. Figure 5 shows the overview of the system
model.

Figure 5: Overview of System Model

3.2 Entropy Approach to Drivability
Figure 8 describes the interlinked streams of the entropy

approach used in this work.

3.2.1 Image Initialisation and Preprocessing
Image downsampling has become a regular operation

during image processing for computational efficiency. How-
ever, conventional image downsampling methods do not
accurately represent the appearance of the original image,
and the perceived appearance of an image is altered when
the resolution is lowered [39]. An image downsampling fil-
ter that preserves the appearance of blurriness in the lower
resolution image is needed. Several downsampling options
exists and the choice of downsampling varies for different
applications but in this work, we use an appearance pre-
serving downsampling filter called antialias. The choice
of resolution for an image depends on the application at
hand. The images used in this work were down-sampled
to 300 × 225 resolution as part of the pre-processing stage.
Initial processing is usally carried out on raw data prior

to data analysis. This is necessary to correct any distor-
tion due to the characteristics of the imaging conditions
and imaging system. The grayscale image used as the in-
put is obtained by averaging the three RGB (reg, green,
blue) colour channels for each pixel p in image I. In or-
der to aid visual interpretation, the image contrast is en-
hanced with a histogram equalization as shown in Figure
6 and features were computed at each pixel location, Pi.
Figure 6 shows the graphical representation of the num-
ber of pixels in an image as a function of their intensity.

The x-axis shows the pixel intensity levels while the y-axis
represents the number of pixels corresponding to each in-
tensity level.
Let I be a given image represented as a Pr by qr matrix

of integer pixel intensities ranging from 0 to L− 1, where
L is the number of possible intensity values, often L =
256. Let k denote the normalized histogram of I. Then

kn =
number of pixels with intensity n

total number of pixels
n = 0, 1, ..., L−1.

(8)

The histogram equalized image, say k
′
, will be defined as

k
′
i,j = floor((L− 1)

fi,j∑
n=0

kn). (9)

The floor of x depicted ⌊x⌋ is defined as the nearest integer
≤ x. Equation (9) is equivalent to transforming the pixel
intensities, p, of I by the function

T (p) = floor((L− 1)

p∑
n=0

kn). (10)

Figure 6: Image Histogram and the Correspond-
ing Transformed Histogram

Figure 7: Original Frame and the Corresponding
Entropy Filtered Image

3.2.2 Image Segmentation
In this research, the purpose of segmentation is to iden-

tify the navigation area in the mine images, that is, the
image, I, into two types of objects: drivable and non-
drivable areas. Figure 7 shows a mine frame and the cor-
responding entropy filtered image obtained according to
the description in Section 2.2. One way to apply the en-
tropy concept to image segmentation is to calculate the
graylevel transition probability distributions of the co-
occurrence matrices for an image and a thresholded bilevel
image, respectively, then find a threshold which minimizes
the discrepancy between these two transition probability
distributions, i.e. their relative entropy. The threshold
rendering the smallest relative entropy will be selected to
segment the image.
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Figure 8: Block Diagram of Entropy Model

In this work, after pre-processing the image and com-
puting the texture features, we begin the search for an
ideal threshold using a segmentation technique proposed
by Otsu [32]. The Otsu method finds the threshold that
minimizes the weighted within-class variance of the im-
age and invariably maximizes the between-class variance
of the image. Otsu calculates the optimum threshold sep-
arating those two classes so that their combined spread
(intra-class variance) is minimal, maximizing the separa-
tion between object and background. The process of find-
ing the optimal threshold is iterative, starting from an ar-
bitrary value. The iterative threshold is set to stop when
the change in threshold value is insignificant. This indi-
cates that the threshold is very close to optimum. The
mean values are computed by summing the product of
each intensity and the corresponding histogram propor-
tion. The sum is then divided by the total sum of the
pixel intensity values to get the average.
In general, the thresholding process is seen as the par-

titioning of pixels of an image in two classes: P1 (ob-
ject) and P2 (background). This method is recursive and
searches the maximization for the cases: P1 (0,1,..., T )
and P2 (T +1, T +2, ..., L− 1), where T is the chosen op-
timal threshold and L the number of intensity levels of the
image. Otsu thresholding method exhaustively search for
the threshold that minimizes the intra-class variance σ2

ω(t)
defined in Equation (11) as a weighted sum of variances
of the two classes.

σ2
ω(t) = ω1(t)σ

2
1(t) + ω2(t)σ

2
2(t). (11)

Otsu Thresholding

Step 1: Estimate histogram and probabilities of each in-
tensity level
Step 2: Set up initial ωi(0) and µi(0)
Step 3: Search all possible thresholds t = 1 . . . L;

1. Update class probability (ωi) and class mean(µi).

2. Compute σ2
b (t).

Step 4: The optimal threshold T corresponds to max (σ2
b (t))

3.2.3 Morphological Operations
Morphological operations are often used to understand

the structure of an image. In this work, the main mor-
phological operation utilised can be likened to flood-filling,
which are referred to as erosion and dilation. The two op-
erations are explained below:

• Dilation: In dilation, the output value of an image
pixel is the maximum value of all the pixels in the
input pixel’s neighborhood. Thus, dilation broadens
the boundaries of regions of white pixels. This is
usually done with the support of a structuring ele-
ment Se with specified neighbourhood, which in our
case is a 9×9 neighbourhood. The 9×9 neighbour-
hood is used to perform a sliding window operation
on the image for the step-wise decision making pro-
cesses.

• Erosion: This is also known as morphological clos-
ing. The decision making process also uses the 9×9
neighbourhood where the pixel value of the output
pixel is the minimum value of all the pixels in the
input pixel’s neighborhood.

The initial assumption is that the entropy would return
similar probabilistic distribution for pixel regions sharing
the same textural properties (i.e. drivable area) within a
mine frame. However, this cannot be guaranteed in its en-
tirety as there could be some interference (noisy pixels) in
the processed mine frame. Morphological operations help
in reducing such interference by removing isolated blocks
within a mine image and thereafter revealing large area of
connected pixels. The erode/dilate filter helps to remove
small wrong areas (areas with some noise). Figure 9 shows
an example of the effect of morphological operation on a
mine frame.

Figure 9: Morphological Operation on Image Clas-
sification

3.3 SRM Approach to Drivability Analysis
The SRM algorithm has two important criteria: the

merging predicate and specified cluster Q, which deter-
mines the number of segments/regions, for the input im-
age. SRM is noted for its computational efficiency, sim-
plicity and good performance as seen in section 4.3. The
flexibility of Q is a major advantage as a trade-off param-
eter that is adjusted to obtain a compromise between the
observed results and the strength of the model. In our
experiment, after testing with different values of Q, the
value Q = 32 gave the optimal result for the image clas-
sification. Q is a parameter that controls the coarseness
and busyness of the classification. Figure 10 presents the
flow of the algorithm.
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Figure 10: Flow of SRM Model

The algorithm uses a 4-connectivity scheme to deter-
mine adjacent pixels relative to the center pixel (in green)
as shown in Figure 11. The pixels are sorted in ascending
order based on the sort function in Equation (7). There-
after, the algorithm considers every pair of pixels (p, p′)
of the set DI and performs the statistical test based on
the merging predicate. If the regions of the pixels differ
and the mean intensity are sufficiently similar enough to
be merged, then the two regions are merged.
The SRM method presents the list of pixels belonging to

each segmented region with their average mean intensities.
We focus on the pixels region which forms clusters at the
base of each observed image I towards the midpoint when
scanning from the left. This forms the pixel region closer
to the robots view and thus, the drivable part as can be
seen in the test cases presented.

Figure 11: Depiction of the Four-Connectivity
Scheme

Pseudocode for SRM Algorithm

Step 1: Initialise image I and estimated segments Q
Step 2: DI = {the 4-connectivity adjacent pixels}
Step 3: D̄I = sort(DI , f)

While D̄I ̸= ∅
for i = 1 to |D̄I | do

Step 4: if (((P (R(p′i)
, R(pi)) == true) and (R(p′i)

̸= R(pi)))

then merge regions (R(p′i)
, R(pi))

3.4 Evaluation Mechanism
We give a qualitative and quantitative (confusion ma-

trix) evaluation approach as a measure of performance
of the two methods described in this work. The qualita-
tive evaluation which is the visual comparison is presented
in Sections 4.1, 4.2 and 4.3. The quantitative evaluation
is presented in Section 4.4. In this work, we considered
the confusion matrix validation technique. We repeated
the confusion matrix procedure n times, with n ∈ {3, 5},
where each n subsamples are used exactly once as the val-
idation data. The idea is to evaluate the accuracy level
(hit rate) of the algorithms (entropy and SRM) in the
following context.

• True positives (TP): The number of drivable pixels
correctly detected (correct matches).

• True Negatives (TN): The non-matches pixels that
were correctly rejected.

• False Positives (FP): The proposed pixel matches
that are incorrect.

• False Negatives (FN): The proposed pixel matches
that were not correctly detected.

Thus, the accuracy (acc %) is given as;

Acc =
TP + TN

TP+ TN+ FP + FN
× 100% (12)

4. EXPERIMENTAL EVALUATION
The major focus in this work is feature extraction and

classification for front view mine frame detection in or-
der to enhance the visual capability of autonomous robots
in underground mines. For the images experimented in
this work, different test cases of mine frames were care-
fully chosen from publicly available mine images and some
were captured from a local mine using the common photo
cameras [1, 2, 3]. The test cases are a representative of
different regions, such as shaft, stope and gallery, in an
underground mine environment. We chose the images to
represent a wide variety of terrains and contexts. Some of
the images contain a single complete object (occlusion) in
the portion of the images and some have no objects. We
tested the entropy and SRM method on a stream of rough
mine frames and performance evaluation is carried out to
provide useful qualitative and quantitative conclusions.

4.1 Experiment 1: Observation on the En-
tropy Approach

In this section we present some results obtained on a
stream of mine frames using the entropy approach. Fig-
ure 12 shows the visual assessment of the entropy method
on some mine frames. The first row of Figure 12 consists of
original mine frames, the second row presents the entropy
filtered images while the third row is the result of Otsu
thresholding. The last row presents the final detection
with the RGB (red, green, blue) representation of the cor-
responding mine frames, the lower (green) regions forms
the drivable part while the upper (red) regions forms the
non-drivable part. We observe that the results produced
by the entropy approach tend to be affected by the effect
of strong shadow regions on the tested frames. This can
be seen in the qualitative results, as most of the connected
regions produced in some of the frames are in the shadow
areas.
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Figure 12: Qualitative Results of Entropy Ap-
proach on Some Mine Frames

Figure 13: Qualitative Results of SRM Method on
Some Mine Frames

4.2 Experiment 2: Observation on the SRM
Approach

In this section, we present some of the results obtained
using the SRM method as shown in Figure 13. The first
row are the original mine frames. The second row presents
the results of the clusters generated for regions with ho-
mogeneity. The third row gives the RGB representation
of the drivable regions extracted for corresponding frames.
The base (green colour) regions indicates the drivable re-
gion while the upper (red colour) regions represents the
non-drivable region. It is evident from these results that
SRM has the ability to reconstruct the structural compo-
nents and retain clusters of the mine images that are closer
to the robot’s view. Pixels closer to the robot’s view tend
to form most of the drivable region.

4.3 Qualitative Comparison of Entropy and
SRM on Mine Frames

The visual comparison of the entropy and SRMmethods
is presented in Figure 14. In the experiment, the images
in the first row are the original mine images, the images
in the second row are results of drivable regions detected
using the entropy approach while the third row presents
the drivable regions detected for corresponding frames us-
ing the SRM approach. The lower (green colour) regions
indicate the drivable regions while the upper (red) rep-
resent the non-drivable regions. It can be seen from the
results that the two regions (drivable and non-drivable)
were clearly distinguished in almost all the tested scenar-
ios using the SRM approach.

4.4 Quantitative Comparison of Entropy and
SRM on Mine Frames

We conducted experiments to evaluate the quantita-
tive performance of both entropy and SRM approaches
to drivability. We utilised the confusion matrix validation
process n times (n ∈ {3, 5}). Pixel points are selected
randomly from the image data Id with the aid of an au-
tomated code (10 pixels per time for n-fold validation,
making 30 pixels per frame [30 frames = 900 pixels] for

3-fold and 50 pixels per frame [30 frames = 1500 pixels]
for 5-fold ). The correctness of the pixel (i, j) is evaluated
based on its current classification position(x, y) in the de-
tected frame relative to its position (x, y) in the original
frame. The estimated confusion matrix validation accu-
racy is the overall number of correct classification divided
by number of instance in the image-data Id [36]. Table
1 shows the quantitative performance of the algorithms
with n = 3 and n = 5.

5. CONCLUDING REMARKS
Computer vision is a challenging area and much research

is still being carried out in this area with little attention to
underground terrains. In this work, we aim to achieve au-
tonomous drivable region detection in underground mine
environments. This work has demonstrated the feasibil-
ity of enhancing robots’ capability in identifying drivable
regions within a mine environment. Different regions of
mines representing a wide variety of terrains ranging from
the stope, shaft and gallery are investigated.
The entropy approach and the SRM algorithm are adopted

as means of identifying drivable regions within a mine
frame. The performance of both entropy and SRM meth-
ods in drivability analysis are evaluated. Results show
that SRM outperforms the entropy approach in almost all
the scenarios and detection of an underground terrain can
be achieved. Using the entropy approach, the computed
local entropy gives useful textural information about the
pixel distribution. The entropy returns probabilities of the
randomness of the pixel, pi, gray tone within a fixed win-
dow. The probabilistic textural information was used in
the mine image classification together with Otsu thresh-
olding. The SRM algorithm, on the other hand, is able
to reconstruct the main structural components of the un-
derground mine imagery by a simple but effective statis-
tiscal analysis. The SRM method worked well on a va-
riety of mine frames tested as shown in Figures 13 and
14 and Table 1. It can be seen from the results that the
two regions (drivable and non-drivable) were clearly dis-
tinguished mostly with the SRM method.
The major focus in this work is feature extraction and

classification for front view mine frame detection. This
would in-turn enhance autonomous robots visual capa-
bility to identify drivable region within the mine envi-
ronment. The result of this work is a useful application
that would accelerate further motion and path planning
(control and mechanical decisions) for autonomous robots’
navigation within underground terrains. The solution pre-
sented in this work would enhance the development of
a platform for performing autonomous safety inspections
and any other autonomous task within underground mine
environments.
We aim to improve on the current classification results

and utilise more machine learning algorithms in mine frame
detection for better performance and future adoption. Fur-
thermore, alternate methods of performing drivability anal-
ysis can be explored using some sort of distance sensors.
The laser or XBOX kinect 3D sensors in acquiring depth
maps would result in useful 3D drivability analysis. In
addition, drivability analysis can be explored to handle
environmental noise, such as shadow.
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Figure 14: Visual Comparison of Entropy and SRM on Some Mine Frames

Table 1: Comparing Drivability Analysis of Underground Terrains Using the Entropy and SRM Algo-
rithms

Correctly Incorrectly Accuracy
Terrain Algorithms n-fold classified classified of

confusion matrix pixels pixels detection
validation (TP, TN) (FP, FN) (%)

3 520 380 57.78
Entropy

Underground 5 815 685 54.33
mines 3 745 155 82.78

(30 image frames) SRM
5 1200 300 80.00
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