
Engagement of Parents with the Aurora Child Health Chatbot: A Conversation 
Log Analysis Study

Diana Liebetraua,b , Melissa Densmorea , and Francisco Nunesb 

aComputer Science, University of Cape Town, Rondebosch, South Africa; bFraunhofer Portugal AICOS, Porto, Portugal 

ABSTRACT 
Chatbots have the potential to support child health by answering parents doubts and providing 
tailored information. However, prior work has not studied the deployment of chatbots for this set-
ting. We analysed how parents used the Aurora Facebook Messenger chatbot, designed for 
Portuguese parents, with an optional subscription to professional support. Our analysis investi-
gated chatbot use, discussed topics, and  conversation topics, drawing on user engagement and 
conversation metrics, text-mining, user satisfaction scores, and conversation content analysis. 
Results revealed 718 active users (out of 1043), with peak activity during lunchtime and late at 
night. Most queries pertained to critical situations, including infant sleep (80%), (breast)feeding 
(13%), or healthcare-related issues (7%). Aurora handled in-domain questions appropriately, but 
struggled to answer multi-topic queries. Subscription users had 243% more interactions and 162% 
more extended use of the chatbot. Our research underscores the importance of offering timely 
and personalised messaging to meet parents’ needs.
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1. Introduction

A chatbot, often referred to as a conversational agent, is an 
Artificial Intelligence (AI) program designed to interact with 
users through human-like conversation (Sanguinetti et al., 
2020). The capability of chatbots to provide uninterrupted 
support and reduce the demand for human resources has 
generated significant interest in multiple sectors, making 
them a crucial tool for customer support or user manage-
ment (Cancel & Gerhardt, 2019; Higashinaka et al., 2014). 
In healthcare, the potential of chatbots is underscored by 
recent advances in machine learning (ML), which enhance 
the ability of conversational agents to deal with complex dia-
logues and conversational flexibility (Siddique & Chow, 
2021). The exponential growth of chatbot solutions spans 
various applications, including addressing patient health 
queries, updating health records, and disseminating disease- 
specific information (Frangoudes et al., 2021; Siddique & 
Chow, 2021; Xu et al., 2021). Despite the availability of new 
solutions, there is limited literature on using chatbots in 
real-world healthcare settings (Laranjo et al., 2018; Vaira 
et al., 2018). Concerns regarding accuracy, empathy, and the 
need of human touch remain prominent impediments to 
broader implementation of chatbots (Go & Sundar, 2019; 
Rapp et al., 2021), particularly in sensitive areas like child 
health (Entenberg et al., 2021). Large Language Models 
(LLMs) like ChatGPT revolutionize the interaction with a 
chatbot due to their superior ability to manage diverse user 
queries (Chakraborty et al., 2023), yet, recent studies have 

also highlighted ethical concerns associated with the deploy-
ment of LLM chatbots because of their unbalanced training 
data which can lead to misdiagnosis and lower care equity 
(Chow & Li, 2024).

In child health, chatbots have the potential to deliver 
timely information that caters to parents’ learning needs 
(Agarwal & Wadhwa, 2020; Coleman et al., 2023). By filter-
ing through information and personalising it to the parents’ 
and children’s requirements, chatbots can support parents in 
learning to care for their children (Agarwal & Wadhwa, 
2020). In fact, while medical experts, social media, parenting 
blogs, and baby care apps like BabyCentre (BabyCenter, 
2023) or BabySparks (BabySparks, 2021) provide child health 
information, they do not enable parents to ask personalised 
questions about their infants 24/7. Having said this, there 
are no studies reporting on the use of child health chatbots 
and only a few (general) design guidelines for creating chat-
bots for healthcare settings (Entenberg et al., 2023). With 
the rapid advancement of chatbot technology, particularly 
hybrid models that combine AI-enabled interactions with 
human oversight, there remains a significant need for 
research on ethical implications and efficacy in sensitive 
healthcare topics (Chow & Li, 2024; Siddique & Chow, 
2021).

Hybrid chatbots have demonstrated potential in various 
health contexts. Recent research on hybrid chatbots, such as 
Ginger.io (Shih et al., 2022) and Feedpal (Yadav et al., 
2019), highlights the enhanced efficacy of combining auto-
mated responses with human support. These hybrid models 
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leverage AI to provide immediate data-driven responses, 
while allowing for human intervention to address more 
complex or nuanced queries. Studies have shown that such 
models can significantly improve user engagement and satis-
faction, particularly in sensitive areas like mental health and 
breastfeeding support (Shih et al., 2022; Yadav et al., 2019). 
These findings suggest that hybrid models could be particu-
larly beneficial in fields requiring nuanced and empathetic 
communication, such as child health.

To better understand the potential of chatbots to support 
child health, we studied the Aurora Facebook Messenger 
(hybrid) chatbot (referred from now on as Aurora) (Aurora 
Tech AI, 2023), created in 2018 for Portuguese parents. We 
analyzed 1043 unique Aurora conversation logs to explore 
user engagement patterns, identify queried topics, highlight 
topics outside the chatbot’s knowledge domain, and assess 
the dynamics and quality of the conversations. We analyzed 
Aurora’s chatlogs using a mixed-method approach involving 
the quantitative analysis of engagement metrics, topic distri-
bution, and content analysis. User conversations mainly 
revolved around baby sleep, with peak activity during lunch-
time and late at night. Despite Aurora’s ability to handle 
in-domain questions, challenges arose with multi-topic inqui-
ries. Paid subscription users demonstrate significantly higher 
levels of interaction and prolonged usage of the chatbot.

The primary objective of this study was to gauge the 
overall performance of the Aurora chatbot, particularly in 
comparison to chatbots that do not use human agents. By 
integrating human support, Aurora provides an unique 
hybrid model that offers personalised advice alongside auto-
mated responses. This study aims to contribute to the 
understanding of how such a model can enhance user 
engagement and satisfaction, and how it compares to purely 
automated systems. Existing studies predominantly focused 
on how parents engage with parenting forums, social media 
platforms, blogs, and applications (Lupton et al., 2016). To 
our knowledge, this is the first conversation log analysis of a 
parenting chatbot. Our findings contribute to understanding 
how parents use parenting chatbots and offer valuable 
insights to inform the design and improvement of future 
chatbots for child health, potentially benefiting other appli-
cations in social networks and mobile applications for 
parents.

2. Materials and methods

To understand the engagement of parents with the Aurora 
child health chatbot, we conducted a mixed-method analysis 
of Aurora’s chatlogs, drawing on user engagement metrics, 
topic analysis, user satisfaction, and content analysis to 
make sense of interactions. Qualitative and quantitative data 
was analyzed in parallel. We could, for example, use mes-
sage quotes to understand the metrics, as well as investigate 
how common certain experiences were by analyzing their 
prevalence in the dataset. The mixed-method approach 
enabled us to define the nature of the conversations, assess 
their quality, and identify common and unaddressed topics.

This section documents the dataset used, analysis process, 
tools, and data privacy and ethics, but before starting we 
provide additional background on the Aurora chatbot.

2.1. Aurora chatbot

Aurora was a rule-based chatbot that was designed for 
parents to learn more about child sleep and feeding. The 
chatbot was created by a Portuguese start-up called 
AuroraTechAI and was launched in 2018 (Aurora Tech AI, 
2023). The company was led by a healthcare professional, 
who iteratively evolved the content to deal with the doubts 
of parents that she observed in her counseling practice. 
Aurora launched with a specialized focus on infant sleep 
issues and breastfeeding topics. An additional feature was an 
educational game named “Funzone” (see Funzone: Figure 1), 
devised as a multiple-choice quiz. The quiz game aimed to 
debunk common misconceptions about childcare and impart 
knowledge on a range of topics, including sleep, pregnancy, 
breastfeeding, and general feeding practices.

Aurora implemented a dual-modal interaction mode, 
where users could use a menu-based (Figure 1) approach 
and explore different parts of the content, or explicitly write 
their question into the chat, which was matched to one of 
the topics the chatbot could reply about.

The paid subscription model enabled users to access an 
additional feature – direct communication with its founder, 
Cl!audia. Subscribers could initiate personalised consultations 
with Cl!audia through a typed command (“Cl!audia”) or by 
selecting the option from the menu (“Talk with Cl!audia”: 
Figure 1). Users would receive daily tips aimed at improving 
infant sleep patterns (this was only accessible through the 
paid subscription model). Utilising the chatbot’s capability 
to record the timestamp of the last user interaction, 
Aurora employed an automated system to send the sleep- 
improvement tips daily for the subsequent 7 or 30 days 
(depending on the subscription model).

In technical terms, Aurora operated as a task-oriented, 
rule-based chatbot that utilised predefined rules and patterns 
to discern keywords relevant to parenting queries. Aurora 
did not use a LLM; instead, it relied on a structured rule- 
based algorithm to provide responses. Aurora’s technical 
architecture comprised Facebook Messenger as the user 
interface, Chatfuel (Chatfuel, 2023) for predefined responses 
and menu options using keyword matching, and Dialogflow 
(Google Cloud, 2023) for handling complex queries through 
intent matching. Chatfuel (Chatfuel, 2023) managed prede-
fined responses and executed actions, while Dialogflow 
(Google Cloud, 2023) processed user-typed messages and 
formulated appropriate responses. Aurora was discontinued 
in 2020 due to changes in Facebook Messenger’s API, which 
disabled communication between architecture components 
and hindered its operation.

2.2. Dataset

We analyzed a conversation log dataset from the second ver-
sion of Aurora, which was operational from October 2018 to 
September 2021, and consisted of 1043 pseudoanonymized 
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unique users. We downloaded user conversations as a 
Facebook Messenger JSON file and conducted text pre- 
processing, including lowercasing the text, removing special 
characters, converting numerical values to textual representa-
tions, eliminating stop words, and performing lemmatisation 
(Hickman et al., 2022). The researcher who read the messages 
and conducted the analysis is a native speaker in both 
English and Portuguese language.

2.3. User engagement and conversation metrics

We computed common chatbot log analysis metrics to 
understand user interactions with the chatbot, including 
total user count, bounce rate, interaction modality, reten-
tion, chat volume, session count, tenure, unique days, dia-
logue paths, interaction timing, error frequency, and 
response accuracy (Table 1) (Abd-Alrazaq et al., 2020; Booth 
et al., 2023; Chen, 2017; Jiang et al., 2024; Lishchynska, 
2024; Ma et al., 2021; Maroengsit et al., 2019; Procter et al., 
2018). This exploration aimed to uncover trends, challenges, 
and assess the chatbot’s effectiveness in responding to 
diverse user queries.

While our selection of metrics encompasses a diverse 
range of dimensions relevant to user engagement and con-
versation analysis, it is important to acknowledge that alter-
native evaluation matrices exist (Braun & Clarke, 2006; 
Casas et al., 2021; El-Ansari & Beni-Hssane, 2023; O’Brien 
& Toms, 2008). The chosen metrics were prioritised based 
on their alignment with the research objectives, relevance to 
the context of the chatbot, and data available (Booth et al., 
2023; Chen, 2017; Jiang et al., 2024; Lishchynska, 2024; Ma 
et al., 2021; Maroengsit et al., 2019; Procter et al., 2018).

2.4. Text-mining

We used text-mining techniques to uncover recurrent topics 
in user interactions with the chatbot (Jiang et al., 2024). 
This step involved data exploration, topic identification, 
word-topic mapping, topic assignment, and topic analysis 
(Jiang et al., 2024). The first author individually read and 
classified messages that encompassed multiple topics. This 
process also helped identify instances where the chatbot 
failed to respond satisfactorily to users’ queries.

2.5. User satisfaction

We used descriptive statistics to analyze star ratings and 
thus assess user satisfaction with Aurora. Every few mes-
sages, the chatbot prompted users to evaluate their inter-
action using a star rating system that ranged from 1 to 5 
stars (highest score). This rating system allowed users to 
provide feedback and assess their overall satisfaction with 
the chatbot.

Additionally, we performed a qualitative analysis of users’ 
feedback from star ratings. This allowed us to further under-
stand users’ perceptions of the chatbot’s performance and 
information dissemination.

2.6. Content analysis

The qualitative analysis of the content was based on conven-
tional content analysis (Hsieh & Shannon, 2005), whereby 
the first author read chatbot messages classifying them into 
categories. This method is commonly used in research to 
assess various aspects of chatbots, such as their core 

Figure 1. Screenshots of Aurora’s features. Showing some of the menu options that users could select: breastfeeding, funzone and support.
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functionalities, the range of responses they provide, and 
their reliability in disseminating information (Chang et al., 
2022; Hsieh & Shannon, 2005; Zhang et al., 2024). Early in 
the process, we read complete conversations to understand 
the types of messages and structure of the chatbot. After the 
familiarization phase, we selected messages to read purpose-
fully, focusing on: (a) first messages sent to the chatbot, (b) 
last messages sent to the chatbot, (c) messages exchanged 
before and after error messages, (d) messages relating to 
common topics identified by text-mining, or (e) messages 
associated to a specific star rating. We also classified mes-
sages as Error, Incomplete, Accurate, and Referreal, depend-
ing on based on how well the chatbot responded to an users 
question.

2.7. Analysis tools

The quantitative analysis was supported by Python 3 run-
ning on Jupyter Notebooks (Randles et al., 2017). We used 
Pandas (McKinney, 2010) (version 2.0.2) for data analysis 
and Matplotlib (Hunter, 2007) (version 3.7.1) to create data 
visualisations. Facebook conversations were processed from 
JSON files into CSV (Comma Separated Values) format to 
enable tabular data analysis methods.

The qualitative analysis was performed on Microsoft 
Excel, where we categorized messages into categories using 
columns of the sheet. The selection of messages to read, was 
purposeful, as mentioned above, and was achieved by enter-
ing scripts into Jupyter Notebook.

2.8. Data privacy and ethics

The analyzed dataset was provided by Aurora Tech AI 
(Aurora Tech AI, 2023), the company behind Aurora. 
Throughout the data analysis, ethical considerations and 
best practices were taken into account to ensure that data 
handling complied with all relevant privacy standards. The 

chatlogs were pseudonymized to protect user privacy before 
beginning the analysis with a script that replaced the user-
name with a participant number. While reading the logs, we 
manually removed any usernames that the script had not 
replaced. The study was compatible with the Terms and 
Conditions of the Aurora chatbot and was approved by the 
ethics committee of the Human Science Research Council 
(no. 1/26/04/22) and the University of Cape Town (no. 
HREC.REF 339/2022).

3. Results

3.1. User engagement

A total of 1043 unique users exchanged messages with the 
chatbot (Table 2). Active users, those who sent more than 
five messages, were 718 users (69%). The remaining 31%, 
referred to as “bounced users,” were excluded from the ana-
lysis due to their erratic behaviour, characterised by mes-
sages that seemed to be focused on testing the chatbot or 
playing with it. Active users engaged in 24,350 interactions 
with the chatbot.

3.1.1. User engagement analysis
The analysis showed that users, on average, interacted with 
the chatbot 34 times, with a standard deviation of 31. The 
wide spread of values around the mean suggests that user 
interactions varied significantly between users. On average, 
each user interacted with the chatbot in 6 sessions, with mod-
erate variability, as indicated by the standard deviation of 6.

Average user tenure was 82 days, with 127 days as the 
standard deviation, indicating a considerable variation in 
user engagement. As per Figure 2, 61.42% of users used the 
chatbot for 82 days or less. This finding suggests that user 
engagement was sporadic, with the most active user engag-
ing with the chatbot for 1157 days. The average number of 
unique days users utilised the chatbot was only 5 days, with 

Table 1. Computed chatlog analysis metrics used in this study.

Metric Description

Bounce rate (Lishchynska, 2024) Number of users who sent very few messages to Aurora (less than 5), divided 
by the number of total users.

Interaction modality of menu prompts (Ma et al., 2021; Maroengsit et al., 2019) Number of times the user selected menu prompts to interact with Aurora 
divided by the total number of messages sent.

Interaction modality of written queries (Ma et al., 2021; Maroengsit et al., 2019) Number of times the user wrote a query to interact with Aurora divided by 
the total number of messages senta.

Chat volume (Chen, 2017) Total number of messages users sent to the chatbot during their tenure.
Session count (Jiang et al., 2024) Number of periods in which a user exchanged consecutive messages with the 

chatbot. Messages arriving 30 min later were considered to belong to 
different sessions.

Tenure (Booth et al., 2023) Number of days that lapsed from a user’s first interaction with the chatbot to 
their last interaction.

Unique days (Jiang et al., 2024) Number of days a user has sent at least one message to the chatbot.
User initiated conversation (Jiang et al., 2024) Conversations initiated with users prompts.
Chatbot initiated conversation (Jiang et al., 2024) Conversations initiated by the chatbot, for example in the sleep-related 

program that sent the user a daily message with a tip.
Interaction timing (Jiang et al., 2024) Specific times and days of the week when users sent messages to the 

chatbot.
Error frequency (Jiang et al., 2024) Number of error response messages generated by the chatbot.
Response accuracy (Procter et al., 2018) Frequency with which the chatbot accurately met user queries and 

informational requirements of user-typed questions.
aBased on a manual review of the conversations, it was established that messages with fewer than three words as menu selections and those with more words 

as typed responses because the JSON files did not explicitly differentiate between the two.
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a standard deviation of 4 days. While user tenure showed 
significant variability, the number of unique days of use was 
more consistent among users.

3.1.2. Modality used in interacting with the chatbot
User interactions with the chatbot occurred through user- 
written questions or menu selections, with the latter being 
the preferred input method, accounting for 87% of interac-
tions (Figure 3). The preference for the menu selection 
method likely stems from its convenience in accessing or 
exploring the content of the chatbot, or from the lack of 
adhesion to the paid subscription service.

3.1.3. Error frequency
When users interacted with the chatbot, the chatbot pro-
vided an answer on topic 82% of the time, demonstrating a 
high response rate. In the remaining instances (18%), the 
chatbot responded with an error message. Reading what 
users wrote before the chatbot produced error messages, we 
understand that there were various factors contributing to 
errors, including technical issues, backend processing errors, 
user interruptions, or vaguely worded questions.

3.2. Usage times

The highest user engagement levels were found between 
10:00 and 15:00 and from 21:00 to 00:00, with the lowest 

number of messages exchanged between 02:00 and 7:00 
(Figure 4). Thursdays stood out as the day with the most 
frequent messages sent to the chatbot, accounting for 18% 
of all user messages, with 430 (10%) messages sent to the 
chatbot at 12:00. The overall volume of messages sent to the 
chatbot declined as the weekend approached, with Sunday 
registering the lowest number of exchanged messages.

The timing at which parents sent the messages was often 
aligned with critical parenting moments, such as putting a 
child to sleep (Figure 4). For example, User P380 wrote to 
the chatbot: “I cannot get my baby to sleep before 23h30– 
00h30 … ” at 00:00, which makes us believe they were strug-
gling to put their child to sleep at the moment when they 
sent the message. Other messages aligned with feeding or 
napping times as well.

3.3. Topics of questions to the chatbot

Parents queried Aurora about various topics, including baby 
sleep problems, feeding, and healthcare (Table 3). Sleep prob-
lems accounted for 80% of the questions, followed by 11% of 
questions related to baby feeding. Other healthcare-related 
conversations, encompassing the utilisation of medical prod-
ucts, constituted the remaining 9% of the conversations. User 
conversations sometimes included mixed topics, such as ques-
tions about sleep and babies’ dependency on falling asleep 
while feeding at the breast.

3.3.1. Sleep conversations
Most questions from parents focused on baby sleep patterns 
and parental sleep deprivation. Regarding baby sleep pat-
terns, the chatlogs included messages about baby night-time 
sleep disruptions (89% of all sleep-related messages), and 
sleep routine training (7%). The remaining 4% of the mes-
sages focused on the emotional impact of sleep deprivation 
on parents, especially mothers. For example, P75 questioned 
about her child sleep schedules:

P75: “My little one is almost 7 months old and used to sleep 
super well … now she wakes up hourly at night. I don’t know if 
it is a growth spurt, or do I need to have more patience or 
change something?” – user message sent at 23:06 on April 2020.

Table 2. Engagement metrics of the users in the analysed dataset.

Users
Unique user count 1043
Active users 718 (69%)
Bounced users (excluded from analysis) 325 (31%)

Usage interaction
Average number of interactions 34 (631)
Average number of sessions 6 (66)
Average tenure 82 days (6127)
Unique days (user messages only) 5 (64)
Total chat volume 24,350

Interaction modality with chatbot
Interaction modality of menu prompts 87%
Interaction modality of written queries 13%

Error frequency
Chatbot outputs related response 82%
Chatbot outputs an error response 18%

Figure 2. Unique days and user retention of Aurora, consisting of active users only.
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P75 wrote to the chatbot about a recent worsening of 
her baby’s sleep asking if the novel sleep issues could (a) 
be caused by a growth spur, or (b) be normal for her age, 
meaning she would have to adapt to these issues. Queries 
such as this one were common in the dataset. Parents’ mes-
sages often included very specific details, examples, or stories 
from their children, to provide context to their questions. 
The questions were in most cases focused on knowing the 
reasons behind issues the babies faced, as well as practical 
strategies they could adopt to address them.

3.3.2. Baby feeding conversations
There were a variety of questions related with feeding and 
breastfeeding. Commonly raised questions included queries 

about breastfeeding tips (45%), latching difficulties or nipple 
pain (17%), and breastfeeding positions (7%). P245 sent a 
message about pain while breastfeeding:

P584: “I had cracks in my nipples in the first few days, it’s 
already better, but they’re still not good. It continues to hurt me 
in the first few seconds of breastfeeding. What can I do to make 
it stop hurting?” – user message sent at 12:25 on December 2018.

P584 struggled with pain during breastfeeding due to nipple 
cracks. Having pain during the first seconds of breastfeeding is 
a common experience for some mothers, but continuing to 
have pain after latching can be a sign of more serious issues. 
Having this in mind, the healthcare professional, who moni-
tored messages exchanged by the chatbot, decided to write a 
personalised response to the mother, offering recommendations 
on how to alleviate breast pain effectively.

Figure 3. Screenshots of Aurora’s user interface, showing content options to explore (left) and menu options for obtaining personalized content (right).

Figure 4. Time and day that active users sent messages to Aurora. Total count of user messages to the chatbot.
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Other feeding user questions included feeding times and 
determining whether the baby was full (9%).

P925: “How do I know if he has breastfed enough?” – user 
message sent at 15:43 on December 2018.

Parents, such as P925, were worried that their babies not 
receiving sufficient milk or not feeding for adequate dura-
tions, so they asked how they could be sure if their babies 
were eating as well. Many mothers also expressed concerns 
about having low milk production and sought advice on its 
causes and ways to increase their breast milk supply (22%).

3.3.3. Other healthcare-related messages
The chatbot also received questions from users regarding ill-
nesses (87%), such as respiratory problems, allergies, and 
fever, as well as queries about colic and reflux (12%), and 
medications for addressing these issues (1%).

Another common topic was asking whether specific med-
ications were safe for babies:

P724: “Can I take Aerius [commercial name of desloratadine 
anthihistamine] while breastfeeding?” – user message sent at 
14:22 on December 2019.

Multiple users inquired the chatbot about the safety of 
taking medication while breastfeeding. Allergy-related medi-
cation and immune boosters for both the baby and mother 
being frequent topics of interest. In some instances, such as 
for P724, the chatbot responded by indicating that it could 
not understand the user’s question.

3.4. Chatbot response

We analyzed Aurora’s responses to free-text messages to 
assess its performance in handling user questions (Table 4). 

Notably, we found that 46% of free-text questions elicited an 
error message in response. Error-prone responses often 
stemmed from three primary factors: the lengthiness of user 
messages, the vagueness of questions, and questions out of 
the chatbot’s content corpus.

In instances where users submitted excessively long mes-
sages, comprising several paragraphs, the chatbot’s parsing 
algorithms struggled to handle the input, resulting in an 
error response. Similarly, the occurrence of error messages 
was notable in response to vague questions, exemplified by 
questions that lacked specificity or clarity and contained 
ambiguous language. Such questions posed a challenge to 
the chatbot’s natural language understanding capabilities.

P15: “Is it possible to remove the supplement?” – user message 
sent at 11:56 on May 2020.

Aurora: “You know … I usually help parents with breastfeeding 
and sleeping difficulties … Can I help you with these issues?”

P15 questioned Aurora whether it would be safe to 
remove “the supplement,” an amount of baby formula the 
parent was probably giving the baby after breastfeeding to 
compensate for low milk supply. However, without much 
context it would be hard for a chatbot (or even a person) to 
answer appropriately to such query. In this particular 
instance, Aurora did not consider the question to be within 
its corpus of content and invited the parent to ask about the 
topics Aurora had most information about.

When subscription users asked questions the chatbot did 
not understand, it would redirect (referral responses) users 
to engage with the healthcare professional instead of output-
ting an error message. This referral pathway facilitated direct 
interaction with the healthcare professional, accounting for 
8% of free-text messages responses. These interactions 

Table 3. Examples of messages sent to the chatbot about sleep, breastfeeding, and healthcare-related topics or issues.

Topic User Date Message

Sleep P412 21:55 November 2018 “I am still struggling she will not go to sleep.”
P244 00:24 November 2018 “I have a routine for her brother. The problem is she constantly wakes up when her 

brother makes a noise or leaves the room.”
P272 21:47 December 2018 “I have twins, so the waking’s are doubled. They are 28 months old.”
P476 21:47 March 2019 “How do I make her sleep the whole night without her asking for milk?”
P539 08:08 May 2019 “How many hours should a 16-month-old baby sleep? And naps? How to prevent 

him from waking up crying/moaning?”
P579 15:26 January 2020 “My son is 5 months old and does not sleep enough during the day nor at night.”
P253 23:13 June 2019 “The baby wakes up a lot and always cries a lot, he only calms with the breast, my 

husband is impatient, and so is my other 6-year-old son, and I’ve been sleep 
deprived since he was born.”

Feeding P375 23:30 January 2019 “How often should I breastfeed?”
P248 02:07 March 2019 “My baby breastfeeds for a short amount of time.”
P395 13:13 December 2018 “When I lift her up to change, she screams a lot and only breastfeeding calms her 

down. Now I no longer breastfeed just once a night like I did since she was 
2 months old and I’m afraid I’m ‘ruining’ my night-time routine when it comes to 
feeding, but the alternative isn’t acceptable to me … In addition to taking a 
long time to calm down, I don’t want to run the risk of her being hungry and 
me not giving her.”

P245 11:26 November 2018 “Baby is not latching.”
P842 22:13 December 2018 “What can I take to increase my breast milk production?”
P359 08:38 January 2020 “Can I use the breast pump just to stimulate the breast before the baby feeds?”
P925 15:43 December 2018 “How do I know if he has breastfed enough?”

Other healthcare topics P345 11:48 November 2018 “What are reflux symptoms?”
P793 20:39 March 2019 “I wish the baby slept more hours at a time and didn’t have colic.”
P724 14:22 December 2019 “Can I take Aerius (antihistamine) while breastfeeding?”
P637 22:35 December 2018 “I get tired after waking up so many times to feed my child, and then I find it 

difficult to fall asleep.”
P152 16:18 December 2018 “I am not sleeping and struggling with post-natal depression.”
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yielded personalised responses tailored to the users’ specific 
healthcare needs.

Approximately 35% of Aurora’s responses were categor-
ised as incomplete, owing to user questions encompassing 
multiple topics, which resulted in the chatbot responding to 
only one of the topics, thus ignoring the nuance or com-
plexity of a multi-topic question. For instance, if an user 
was to inquire about both sleep routines and feeding sched-
ules in the same message, Aurora defaulted to addressing 
only the most prominent or easily identifiable topic. This 
selective response pattern resulted in an incomplete or par-
tial answer that failed to address the entirety of the user’s 
concerns adequately.

User questions solely concerning sleep or breastfeeding, 
accounting for 11% of (accurate) responses, provided what 
can be considered appropriate or complete responses by the 
chatbot. These responses typically entailed the dissemination 
of general information pertaining to the queried topic. For 
instance, when addressing questions about sleep, the chatbot 
would offer generic suggestions, derived from its pre-pro-
grammed knowledge base, such as establishing a consistent 
bedtime routine or ensuring a conducive sleep environment. 
In these instances, the information provided by the chatbot 
was relevant to the topic at hand, however, it lacked person-
alisation tailored to the user’s specific circumstances or 
preferences.

A peculiar behaviour became apparent in instances where 
the chatbot deferred information delivery and prompted a 
star rating and feedback. An example illustrated in Figure 5, 
is when user P539 inquired about the ideal duration for 
their 16-month-old baby’s sleep or nap and how to prevent 
their baby from waking up crying. Aurora provided a gen-
eric response and concluded the conversation by requesting 
an evaluation of the information received. In the case of 
P539, they rated the interaction with 3 stars, possibly 

reflecting dissatisfaction with the chatbot’s delayed informa-
tion delivery.

3.5. Types of users

On analyzing the conversation logs, we categorized four dis-
tinct user groups (Table 5) based on their subscription 
preferences:

! Free Content Users: Users (678 users) who only accessed 
the free content without opting for any subscription or 
engaging with the healthcare professional during the 
4 day free trail.

! Free Health Engagement: Users (27 users) who accessed 
the free content and chose to engage with the healthcare 
professional during the 4 day free trial period.

! 28-day Subscription: Users (9 users) who subscribed for 
28 days, benefiting from a comprehensive program offer-
ing tips on feeding, sleep, and direct communication 
with the healthcare professional.

! 7-day Subscription: Users (4 users) who opted for a 7- 
day subscription plan, which granted them access to add-
itional sleep information and the ability to interact with 
the healthcare professional for personalised advice.

Users who engaged with the healthcare professional dur-
ing the free content period sent an average of 53 messages 
per user, which was higher than the rest of the free content 
users who sent an average of 30 messages per user. The free 
content users interacted approximately 50% less and 
engaged approximately 86% less compared to the 7-day plan 
users, and approximately 77% less and 88% less compared 
to the 28-day plan users.

The 28-day plan users had the highest average session 
count with 62 sessions per user, followed by the 7-days plan 

Table 4. Categorization of chatbot responses.

Response category Description Example
% of Total  
responses

Error When the chatbot failed to 
understand the user question, it 
responded with an error message.

User Question: How to sing to my baby?  
Chatbot Response: Do you know that every day I’m learning new 

things? But I don’t think I can understand you yet … :(

46

Incomplete Responses where the chatbot 
provided some relevant 
information but did not fully 
address the user’s question.

User Question: My baby can’t sleep for 3 hours and it’s most 
likely because of colic but I’m not sure and I’ve been to the 
doctor about it but I haven’t had much help and I’ve been 
waking up constantly.  

Chatbot Response: Throughout this program I will explore with 
you various points related to sleep and the quality of a night’s 
rest. In these first days, I will start with something more 
related to your main difficulty but this does not replace the 
entire program. Note: in sleep, sometimes what causes us the 
most difficulty is just the most visible “symptom.” It is always 
important to understand sleep as a whole. But I’m here to 
help you with that!

35

Accurate Responses where the chatbot 
provided relevant and accurate 
information that addresses the 
user’s question effectively.

User Question: How do I get my baby to sleep enough during 
the day?  

Chatbot Response: ( … ) Paying attention to the first signs of 
sleep and helping the baby to fall asleep, for example by 
moving your finger from the forehead to the nose, thus 
encouraging the baby to close their eyes, is usually a good tip.

11

Referral When the chatbot was not able to 
provide a response it directed 
users, particularly paid subscribers, 
to consult healthcare professionals.

User Question: Now she’s still sleeping, should I breastfeed her 
now, in your opinion, should I not wake her up? Healthcare 
Professional: You never wake up a sleeping baby;)

8
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users with 27 sessions per user. Both subscription groups 
had higher session counts (approximately over 244% more) 
compared to users who engaged with the healthcare profes-
sional (15 sessions per user) during the free trail and the 
rest of the free content users (18 sessions per user). 
However, users who engaged with the healthcare profes-
sional for free and the rest of the free content users exhib-
ited relatively consistent session frequencies, with lower 
standard deviations compared to the subscription groups.

Users who subscribed to the 28-day plan had the longest 
average tenure, with an average of 300 days, followed by 
users subscribed to the 7-day plan, with an average of 
204 days. In contrast, users who engaged with the healthcare 

professional during the free trial period and the rest of the 
free content users had shorter average tenures of 71 days 
and 78 days, respectively. Interestingly, users who engaged 
with the healthcare professional for free exhibited a shorter 
range of tenure, as indicated by the lower standard devi-
ation, suggesting variability in the duration of engagement 
among this group.

The 7-days plan users sent an average of 103 messages 
per user, while 28-days plan users sent an average of 207 
messages per user, reflecting a substantial increase of 
approximately 100% in message volume between the two 
subscription groups. This discrepancy in message volume 
suggests that the duration of the subscription plan may 
influence the intensity of user interaction, with longer sub-
scription periods allowing for more prolonged engagement 
and interaction with the chatbot.

Additionally, an examination of the conversations among 
users who engaged with the healthcare professional revealed 
that their main concerns revolved around specific baby sleep 
problems, with fewer questions about breastfeeding, and 
general baby health. Users were able to explain their con-
cerns in greater detail, enabling the healthcare professional 
to gather additional information about the user’s problem. 
Unlike the chatbot’s automated responses, which where con-
strained by pre-programmed responses, the healthcare pro-
fessional possessed the flexibility to probe further and ask 
clarifying questions to better grasp the nuances of the user’s 
problem, and in turn provide a personalised response. Some 
users also expressed curiosity about the identity of the 
healthcare professional, indicating a desire for reassurance 
and credibility in the advice provided. The message 
exchange between users and the healthcare professional 
often assumed a conversational tone, allowing for a more 
fluid and interactive dialogue.

However, it is important to acknowledge that users some-
times encountered delays in receiving responses, as the 
healthcare professional was not always immediately available 
to attend to queries. Despite this limitation, the hybrid- 
interaction enabled the healthcare professional the oppor-
tunity to follow up with users to assess the effectiveness of 
recommendations provided and provide further assistance to 
the users.

3.6. Star rating analysis

As mentioned before, Aurora prompted users to rate their 
interactions with the chatbot every few sessions. The star 
ratings of Aurora were positive. Most ratings (52%) assigned 
Aurora a 5-star rating, and 34% gave 4 stars (Figure 6). 
Fewer ratings were assigned 1, 2, or 3 stars (1, 2, and 11%, 
respectively).

Figure 5. Conversation between Aurora and P539 at 08:08 on April 2019. 
Demonstrating how Aurora responded to a user query about how often a 16- 
month-old baby should sleep and nap.

Table 5. User groups that engaged with the Aurora chatbot and the healthcare professional.

7-Day subscription 28-Day subscription Free health engagement Free content users

Users (%) 4 (0.6%) 9 (1.25%) 27 (3.8%) 678 (94.35%)
Tenure 204 (681) 301 (6349) 71 (691) 78 (6120)
Interactions 103 (620) 207 (675) 53 (635) 30 (620)
Sessions 27 (66) 62 (614) 15 (63) 18 (62)
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The analysis indicated a variance in the frequency of user 
ratings. 20% of users rated Aurora only once. 12% of users 
issued two ratings, suggesting more interaction with the 
chatbot. A further 25% of users contributed three ratings, 
while 33% gave four-star ratings. Remarkably, 10% of users 
demonstrated a strong interest in the chatbot assessment by 
rating their experience five times or more.

We found that as users engaged with the chatbot more 
frequently, their average ratings increased, indicating higher 
satisfaction. However, these observed variations among other 
user groups are relatively minor and are closely related to 
overall star rating. The cumulative average star rating of 
4.37 stars signifies a generally favourable perception of the 
chatbot among this user base.

3.7. User feedback analysis

Upon examining the user-written feedback accompanying 
star ratings, we observed that only 7% of users (74 entries) 
provided comments. These comments were grouped and 
categorised based on the nature of the feedback. The qualita-
tive analysis shed light on the types of feedback users pro-
vided regarding their interaction with the chatbot and the 
type of information provided.

There was several positive feedback (21 instances), where 
users expressed appreciation for the chatbot and stated that 
the program was helpful and offered valuable tips. Secondly, 
there were expressions of dissatisfaction (24 instances) with 
specific aspects, such as paying to use it, finding the infor-
mation to be common sense and delayed information dis-
semination. The dissatisfaction regarding delayed 
information dissemination was due to Aurora’s practice of 
only sending short tips or tips on limited topics. When users 
sought further clarification on how to implement the tips, 
the chatbot responded by indicating that additional informa-
tion would be provided in the following days. This chatbot 
response left users feeling lost or unable to implement the 
suggestions provided. Lastly, some users expressed confusion 
(29 instances), indicating that they did not fully understand 

the program’s purpose or felt that they needed additional 
information about the credibility of the chatbot responses.

4. Discussion

4.1. Main findings

Users engaged most actively with Aurora between 10:00– 
15:00 and 21:00–00:00, with a decline in messages between 
02:00–07:00. On average, users interacted 34 times with the 
chatbot over 6 sessions with a tenure of 82 days. Parents 
predominantly sought guidance on sleep issues (80%), fol-
lowed by breastfeeding and baby feeding (11%) and health-
care topics (9%). Feedback on the chatbot was mostly 
positive, with 52% of users giving a 5-star rating. It was evi-
dent that users who subscribed to the paid service had more 
interactions and used the chatbot more extensively.

This study revealed a consistent emphasis on sleep-related 
issues among parents seeking support, a trend found in 
parenting chatbots such as Mamabot (Vaira et al., 2018) and 
Feedpal (Yadav et al., 2019). The analysis revealed that par-
ental concerns frequently coincided with other issues, such 
as sleep disturbances caused by a health problem or breast-
feeding. This finding highlighted the limitations of a rule- 
based chatbot design and underscored the challenge of 
addressing multifaceted parenting questions, as corroborated 
by Yadav et al. (2019). Aurora’s design revealed that a rule- 
based and domain-specific architecture might restrict its 
ability to engage in fluid dialogues, aligning with broader 
research indicating that such constraints often lead to user 
dissatisfaction (Brandtzaeg & Følstad, 2017; Janssen et al., 
2021; Luger & Sellen, 2016). Integrating human support 
with automated responses was shown to enhance user 
experience and trust, suggesting that future chatbot designs 
should consider hybrid interaction models to address diverse 
user needs comprehensively.

4.2. Engagement patterns with the Aurora chatbot

While social media, parenting blogs, and baby care applica-
tions provide valuable childcare information, they may lack 
the real-time interactivity and personalised responses charac-
teristic of chatbots (BabyCenter, 2023; BabySparks, 2021). 
This limitation highlights the unique advantage of chatbots 
in offering parents personalised information tailored to their 
specific needs, potentially making a significant positive social 
impact (Yadav et al., 2019).

Comparing our findings with existing literature revealed 
important insights into parenting preferences. While previ-
ous studies have noted the evolving needs of parents as their 
children develop (Vaira et al., 2018; Yadav et al., 2019), our 
analysis indicates a clear preference among users for person-
alised responses tailored to their specific circumstances. This 
aligns with research by Coleman et al. (2023), which empha-
sized the importance of contextually relevant guidance in 
addressing the unique challenges faced by parents.

In contrast to chatbots who are solely reliant on pre- 
existing content (Booth et al., 2023; Vaira et al., 2018; Yadav 

Figure 6. Bar chart illustrating the distribution of all star ratings provided by 
users to Aurora.
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et al., 2019), Aurora’s hybrid model, which integrated auto-
mated responses with human intervention, appeared to be 
effective in enhancing user engagement. This finding is con-
sistent with the observation that users often disengage from 
chatbots due to lack of human contact (Potts et al., 2021).

Moreover, our study highlighted that parents tend to util-
ise the chatbot during critical parenting moments, such as 
when they are facing challenges with their child’s sleep or 
feeding, emphasizing the importance of delivering timely 
advice when it is most needed (Brandtzæg et al., 2021). This 
aligns with existing research suggesting that parents often 
seek support and information during times of need 
(Brandtzæg et al., 2021; Cancel & Gerhardt, 2019; 
Higashinaka et al., 2014). The low usage periods during 
early morning hours could be attributed to different factors. 
One possibility is that parents prioritised sleep during these 
hours, recognizing its importance in managing the demands 
of parenting. Another explanation could be that parents 
encounter fewer parenting challenges during this time, lead-
ing to reduced engagement with the chatbot. Additionally, 
parents may have preferred to address parenting issues dur-
ing waking hours when they had more energy and focus, 
contributing to the lower usage observed during early morn-
ing hours.

4.3. Limitations of the chatbot technology stack

Despite the availability of human intervention, a significant 
portion of user free-text interactions with the chatbot 
resulted in error or incomplete responses. This highlighted 
significant challenges faced by Aurora, particularly in the 
areas of content expansion and intent recognition. The 
organic expansion of Aurora’s content through collaboration 
with the chatbot developer raised two significant concerns: 
dependence on a single source for content growth and lim-
ited data availability for Chatfuel (Chatfuel, 2023) and 
Dialogflow (Google Cloud, 2023), resulting in challenges for 
keyword matching and intent recognition. This dependency 
raised concerns about the sustainability and resilience of the 
chatbot’s knowledge base.

Furthermore, ambiguity and uncertainty in intent recog-
nition led to instances of misinterpretation of user queries 
and suboptimal responses from Aurora. Given that 
Dialogflow depends on pattern-matching (Zhan et al., 2023), 
the insufficient data to cover a wide range of possible user 
intents hindered Dialogflow’s generalisation capabilities, lim-
iting its adaptability to new or unseen queries (Keszocze & 
Harris, 2019).

4.4. Reflection on the ethical implications of analyzing 
pseudoanonymized chatlogs

The analysis of personal chatlogs, even with a chatbot, can 
raise issues of privacy and consent. We reflected in-depth if 
we should analyze the dataset and consulted with two ethics 
committees on this issue. We considered asking for consent 
from users, however, it was not really possible. Changes to 
Facebook’s API disabled Aurora, and, consequently, 

inhibited the chatbot from messaging users to acquire their 
explicit consent. Asking users by manual messaging would 
be possible but would highly restrict the amount of analysis 
possible (due to non-responses from past users).

After in-depth discussion we considered written informed 
consent was not required for four reasons. First, conversa-
tions with the chatbot agent are structured in specific work-
flows, encouraging users to click on certain menu options to 
access certain content. Very quickly users understand that 
the chatbot has limited skills in understanding messages, 
and thus it is unlikely that highly sensitive information is 
shared in conversations. Second, users were probably expect-
ing their conversations to be monitored/analyzed. All con-
versations with Aurora occurred on Facebook Messenger, a 
chat window that appears on Facebook website or that is 
installed as an app together with Facebook. Assuming users 
attribute the same level of privacy to Facebook messenger as 
they attribute to Facebook itself, they would not expect their 
data to escape research analysis. Third, the automatic ano-
nymization protects the privacy of participants, and we col-
lected no additional data from users whose conversations 
were analyzed. Finally, Aurora users agreed to terms and 
services sheet that mentions the possibility of their conversa-
tions being studied to study and improve future versions of 
the chatbot. These arguments were welcomed by the ethics 
committee.

4.5. Limitations and future directions

Considering the limitations in query responses during free- 
text instances, it can be argued that Aurora’s conversations 
in Portuguese required robust language support to under-
stand and respond to user queries effectively. This finding 
underscored an ethical imperative that chatbots like Aurora 
should not enable conversational capabilities without the 
supporting architecture of robust language models, such as 
ChatGPT-4 (OpenAI, 2022), especially in a domain as sensi-
tive as child healthcare (Floridi & Cowls, 2019; Sezgin, 
2024). This aligns with Sezgin (2024) study of the trans-
formative impact of large language models on healthcare vir-
tual assistants, which emphasises the benefits of 
incorporating such models in sensitive domains like child 
healthcare. The same author highlighted GPT-4’s heightened 
accuracy and clinical relevance in addressing complex 
healthcare inquiries like postpartum depression. However, 
the trade-offs associated with larger language models like 
ChatGPT-4 extend beyond language-specific contexts.

Having said this, while LLMs can enhance the chatbot’s 
ability to handle diverse queries (Mannekote et al., 2023), the 
potential dangers of providing inaccurate or unsafe healthcare 
information must be carefully considered and mitigated 
(Palanica et al., 2019; Sezgin, 2024; Zhan et al., 2023). The 
expensive maintenance requirements, resource-intensive data 
needs (Vanian, 2023), and potential biases inherent in train-
ing datasets (Zhan et al., 2023) are also issues to consider as 
one considers moving to an LLM chatbot technology stack. 
The integration of a hybrid model, such as the one used in 
Aurora, allowed users to communicate with a healthcare pro-
fessional, represents a strategic approach to addressing these 
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limitations. By offering personalised human intervention in 
response to inadequacies in automated chatbot responses, the 
hybrid model bridges the gap between technology and human 
expertise, offering few risks.

While technology, including sophisticated language mod-
els, is not a panacea and has inherent limitations, the true 
challenge lies in striking a balance between technological 
capabilities and ethical considerations to establish an accur-
ate and appropriate support system. Sezgin (2024) highlights 
the need for a cautious approach, advocating for collabora-
tive platforms to ensure the robust addressing of ethical 
guidelines, regulatory oversight, governance principles, and 
privacy measures.

The findings in this study, although focused on the 
Aurora chatbot, have broader implications that can be trans-
lated to other settings (Porcheron et al., 2020; Wang et al., 
2021). The user engagement patterns, predominant topics of 
inquiry, and interaction modalities observed in this study 
provide valuable insights that can inform the design and 
implementation of similar systems in different contexts. For 
instance, the high engagement during specific times of the 
day suggests that timing and accessibility are crucial factors 
for parental support tools, whether they are chatbots, social 
network platforms, or mobile applications for parents.

One important limitation of this study is the lack of 
demographic or socioeconomic data about the users. This 
data was not collected as part of the chatlogs, making it dif-
ficult to analyze how factors such as income or education 
level might influence the use of the Aurora chatbot. While 
we know that some companies offered subscriptions to their 
employees, suggesting that the service was not exclusive to 
high-income individuals, the dataset does not include suffi-
cient information to thoroughly assess this. Additionally, the 
number of paid users in this dataset is minimal, which 
should mitigate any significant distortion in our analysis. 
Future studies should aim to collect and consider such 
demographic data to better understand the broader applic-
ability and impact of chatbot-based healthcare support.

Future research could explore the application of these 
insights in the development of social networks and apps 
dedicated to parental support. By adapting the engagement 
strategies and content personalisation techniques, designers 
can create more effective tools for various demographics 
and cultural contexts. Additionally, the hybrid model of 
integrating automated responses with human support could 
be explored further in different settings to enhance user sat-
isfaction and trust.

While this study provided valuable insights into the 
short-term use of the Aurora chatbot, it is essential to con-
sider the potential long-term impacts of using chatbots in 
child health. This is not possible with the Aurora system, 
which is no longer operational. Future research on other 
parenting chatbots could focus on conducting longitudinal 
studies to understand how users interact with child health 
chatbots over extended periods. Such studies could examine 
changes in user behavior, the evolution of questions asked, 
and any learning or adaptation that occurs over time. 
Additionally, researchers could investigate the lasting impact 

on child health outcomes and parental satisfaction with 
healthcare support.

5. Conclusion

This study analyzed user conversations of Aurora, a child 
healthcare chatbot. The study unveiled that the majority of 
parenting queries occurred during critical moments, notably 
revolving around baby sleep. The observed usage patterns 
underscore the need for tailored support and personalised 
advice, as evidenced by the increased engagement with the 
hybrid model. While multi-topic user questions posed chal-
lenges, the prevailing positive user ratings suggest an overall 
satisfactory experience with the chatbot. Additionally, the 
study highlighted the ethical imperative for chatbots in sen-
sitive domains, stressing the importance of robust language 
models and the balance between technological capabilities 
and ethical considerations. It is crucial that these technolo-
gies ensure reliability and safety in their responses, as misin-
formation can adversely affect user trust and well-being.

Furthermore, the findings underscore the limitations of 
the rule-based chatbot architecture, as Aurora often 
struggled with multi-topic questions and lacked the context-
ual understanding necessary for nuanced interactions. Such 
limitations highlight the need for future chatbot designs to 
adopt a more holistic, context-aware interaction model. 
Incorporating human support alongside chatbots could pro-
vide personalised assistance and address complex questions 
more effectively, thus improving user engagement and satis-
faction. This approach could offer an alternative method for 
continuous improvement and refinement of chatbot 
functionalities.

A novel aspect of this study is the integration of human 
support with automated chatbot responses, creating a hybrid 
model that bridges the gap between automated assistance 
and professional healthcare advice. Additionally, the meth-
odology of combining quantitative engagement metrics with 
qualitative content analysis offers a comprehensive under-
standing of user interactions and the chatbot’s effectiveness.

This research contributes to the field of chatbots for 
parenting by analyzing previously unassessed chatlogs of 
Aurora, providing insights into user challenges, engagement 
patterns, and performance. Additionally, this research con-
tributes to expanding the scholarly corpus on how parents 
interact with chatbots. Future studies should aim to investi-
gate the long-term effects of chatbot usage on parental deci-
sion-making and child health outcomes, thereby furthering 
our understanding of technology’s role in modern parenting.
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