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[bookmark: _Int_Asx59GOs]Many terminology lists for South African languages provide only the translations of each term without grammatical information such as part-of-speech and noun class. This makes it difficult to know how to use these words correctly in context. Annotating these terminology lists manually requires linguistic expertise and can be costly, time-intensive, and error prone. Instead, we propose annotating these terminology lists using a machine-learning classifier. An expert will then review the generated output to ensure accuracy. We will apply this approach to isiXhosa and integrate the results into the IsiXhosa.click online dictionary (Marquard 2024). This progresses the annotation of lexicographic works by making it easier to input linguistic information in dictionaries. 
We build on IsiXhosa.click’s crowd-sourced lexicography and focus on streamlining linguistic annotation. Previously, terms were manually annotated, which is a labour-intensive, time-consuming process. With an automated machine-learning classifier, we hypothesise this process will be faster and less tedious. We propose applying machine-learning classifiers to annotate UCT’s mechanical engineering (Mechanical Engineering IsiXhosa Glossary 2023) and medical school glossaries.
A variety of data-driven Human Language Technologies (HLTs) have been developed for isiXhosa (Agbeyangi & Jere 2024), including automatic classifiers for linguistic information such as part-of-speech and noun class. However, their performance is not yet good enough to rely on them solely. Additionally, most are developed for words in a sentence-level context, and not standalone as appearing in a dictionary.
We adopt a process similar to the one described by Gaustad & Puttkammer (2022) in developing a linguistically annotated corpus. The pipeline begins with words being automatically annotated by machine-learning classifiers with their part-of-speech and noun class, as well as the classifiers’ confidence. It is then reviewed by a human annotator and checked for quality control.
Key tasks include developing the noun-class tagger, applying the taggers to the terminology lists, hiring an expert, native isiXhosa speaker to review the classifier’s output, and comparing the classifiers to each other and the manual corrections. The corrected terms will be added to the IsiXhosa.click database. 
Two types of machine-learning classifiers are applied: one for part-of-speech annotation and one for noun-class annotation. Two options are considered for the part-of-speech classifier: the classifier developed in the NLAPOST21 Shared Task (Pannach et. al 2021), and the classifier developed by du Toit & Puttkammer (2021). Output from both will be analysed for accuracy at the end of the project. The classifier for noun-class annotation will be developed from scratch, we hypothesise that a purpose-built noun-class classifier will outperform general taggers like morphological analysers.
The noun-class classifier is a simple bi-LSTM model trained on linguistically annotated data (Gaustad & Puttkammer 2022). A bi-LSTM model combines two Long Short-Term Memory Models (LSTMs) (Hochreiter & Schmidhuber 1997), one reading the input forward and one backward. An LSTM is a type of Recurrent Neural Network, a class of models storing past events and are thus well-suited for sequence processing tasks. Bi-LSTMs have successfully been applied to similar tasks for Nguni languages, such as morphological (MorphParse 2024) and part-of-speech tagging (Pannach et. al 2021).
We experimentally evaluate the approach through two metrics: classifier accuracy, and the time a human takes to review outputs. These allow us to conclude whether the process is useful, and whether the hypothesis will be accepted.
By using automated machine learning for lexicographic annotation, we plan to evaluate the accuracy of machine-learning classifiers for linguistic annotation in isiXhosa. This approach streamlines the annotation process, saves time manually reviewing suggestions, maintains accuracy, and preserves the isiXhosa language, all while improving the efficiency of adding grammatical information to lexicographic works, making them more informative and accessible. 
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