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Abstract. Handwriting recognition systems rely on the existence of a
corpus for training recognition models and evaluating accuracy. Creating
a handwriting recognition corpus for the Bushman languages of southern
Africa is difficult due to the complexities of the script used to represent
them and the fact that this script cannot be represented using Unicode.
To solve this problem, a semi-automatic Web-based tool was developed
to segment, capture and encode the Bushman text. A case study demon-
strated how the tool could be used to create a Bushman handwriting
corpus with few errors.
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1 Introduction

The Bleek and Lloyd Collection [1] contains notebooks that document Bushman
language, culture and belief. These notebooks have been digitised and digital
library systems have been built to preserve them and make them available online
[1]. Transcriptions of the text that appears in the notebooks would allow for
enhanced ways of interacting with the collection by allowing for the text to be
indexed, searched and compared and could be used in speech-to-text applications
and allow for the Bushman text to be reprinted in books. However, manual
transcription is a time consuming and costly process and is generally not a
viable option, thereby motivating the need for an automatic solution. In order to
perform automatic transcription, a corpus is needed for training and evaluating
automatic recognition systems. A problem arises in that the Bushman languages
are complex due to the diacritics that they contain and cannot be represented
using Unicode. To solve this problem, a custom Web-based tool was built that
relied on automatic algorithms as well as user interaction to create a corpus.

The rest of this paper is structured as follows. Section 2 discusses some related
work, followed by a description of the Bleek and Lloyd Collection in Section 3.
The Web-based tool that was created to segment, capture and encode the Bush-
man text is described in Section 4 and a case study in Section 5 demonstrates
the use of this tool to create a corpus. The quality of the data captured during
the case study is analysed and evaluated in Section 6 and, finally, conclusions
are drawn in Section 7.
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2 Related Work

The existence of a high quality corpus is necessary for any system that per-
forms automatic recognition of text, whether handwritten or machine printed.
Corpora for English or other well-understood and well-studied languages are
relatively easy to access and make use of. Examples of widely-used corpora are
the Lancaster-Oslo/Bergen corpus [2] and the George Washington manuscripts
[3]. However, for less well-studied languages and scripts, it is often necessary to
create a new corpus that can be used for experimentation since it is unlikely
that a suitable one already exists.

Creating corpora for modern languages is relatively easy compared to creat-
ing corpora for historical languages. Usually, creating corpora for modern lan-
guages involves getting a group of users to write words on forms that were
specifically designed for creating the corpora. For instance, Agrawal et al [4]
used HP TabletPCs to collect data and create a corpus for complex Indic scripts
and Al-Ma’adeed et al [5] used paper forms on which specific Arabic words were
written and then scanned to create an Arabic database.

The creation of corpora for historical texts is, however, more difficult than
that of modern texts. For instance, it is not possible to make use of forms to
easily and accurately capture specific data. Historical texts also introduce a
number of difficult problems related to the segmentation of lines and words
due to poor handwriting and the effects of age, such as ink-bleed and paper
degradation. Fischer et al [6] note that, in many cases, transcriptions of historical
texts can only be performed by language specialists, whereas for modern texts
it can be performed by lay-persons. This is of course open to debate since it
is possible to train lay-persons in transcribing the text or, alternatively, use a
crowd-sourcing approach, which has, in many cases, been shown to be more
accurate than specialists [7].

Fischer et al [6] describe a tool for the creation of a corpus for the TAM
Historical Handwriting Database (IAM-HistDB). The specific manuscripts that
they make use of all appear to have been scribe-written and are presented in
a neat fashion. The tool described by Fischer et al [6] contains algorithms that
automatically segment text on a page and that allows for users to manually
correct any errors. The transcription of the text is not performed as transcrip-
tions for the text already exist. Instead, transcription alignment is automatically
performed and users are able to perform alignment correction.

Setlur et al [8] describe the complexities of the Devanagari script, which is the
basis of many Indian languages and the lack of consistency among researchers
in terms of the representation of the script, specifically in terms of what the
granularity of a character should be. They describe a Java-based tool for creating
a corpus for Devanagari script recognition, which automatically segments words
and lines and also allows for user interaction. Once lines and words have been
segmented, the Devanagari script is then captured using a simulated keyboard
or by typing transliterated text on the keyboard. The text is stored in Unicode
and the Devanagari output can be previewed by rendering the Unicode using a
Devanagari font.
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3 The Bleek and Lloyd Collection

The Bushman people are South Africa’s oldest human inhabitants [9] and it is
likely that they would have had a unique view of the world. However, over time
much of their culture and language has been lost. Fortunately though, some
of it was recorded and written down by linguists Wilhelm Bleek, Lucy Lloyd
and others [1] in the 19th century and this historical collection of notebooks,
dictionaries and pieces of art have collectively come to be known as the Bleek
and Lloyd Collection [1]. Systems have and are being built for preserving the
notebooks [1] and dictionaries [10] as well as for enhancing interaction with the
collection [11]. An example of part of a notebook page is shown in Figure 1.
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Fig. 1. An example of part of a page in the Bleek and Lloyd Collection

The script used to represent the Bushman text is complex due to the diacritics
and the fact that the text cannot be represented using Unicode. Thus far, about
137 different combinations of single and stacked diacritics have been discovered
that appear above, below and above and below characters. These diacritics need
to be supported by a tool for capturing Bushman text. Table 1 shows some of the
types of diacritics that appear in the text, starting with simple diacritics that
appear above characters, then diacritics that appear above and below characters
and then diacritics that are stacked and that span multiple characters.

3.1 Bushman Text Representation

Since the Bushman text cannot be represented using Unicode, a custom solution
for representing the characters was developed. The custom solution involves the
use of WTEX and the TIPA package [12] for processing International Phonetic Al-
phabet symbols. The TIPA package does not support many of the diacritics that
appear in the Bushman text by default. However, it does allow for the creation
of custom macros that can be used to create nested and stacked diacritics.
Each Bushman diacritic is represented using a backslash (\) followed by a
command that specifies the diacritic and braces ({}) that contain the characters
that the diacritics should be added to. Using the custom macros, the Bushman
text can be encoded and represented. While the encoding is generally correct,
the visual representation is just an approximation. Future work includes the
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possibility of creating a custom font for Bushman script. Table 1 shows how
Bushman text can be encoded using BTEX and the custom TIPA macros and
also shows the approximate visual representation.

Table 1. Encoding and visual representation of Bushman text using custom TIPA
macros
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4 A Specialised Tool for Capturing Bushman Text

A custom tool called x68’x04, which means to write in the |xam Bushman lan-
guage, was created to assist in creating the corpus for Bushman handwriting
recognition. x0d’x64 is an AJAX Web-based tool that allows multiple users to
assist in the creation of the corpus simultaneously. x64’x6a contains a segmen-
tation component that allows for a page of Bushman text to be segmented into
individual lines and words using automatic segmentation algorithms and user
interaction to correct errors and a text capture component that allows users to
capture the Bushman text using a special input form.

x0a’x04 also acts as a job management and monitoring system. Each user has
an account on the system, which assigns segmentation and transcription jobs
and keeps track of the jobs that they have completed. x64’x64 will be discussed
in detail in this section, starting with a description of the preprocessing and
segmentation steps and then a discussion of how the Bushman text is captured.

4.1 Preprocessing

Preprocessing involves preparing the notebook pages for segmentation. The first
step is the separation of Bushman text from English text since they appear
alongside in the notebooks (see Figure 1). The user is able to use a rectangle
selection tool to draw a box around the Bushman text, which is then automat-
ically cropped. In cases where the page contains no Bushman text, the user is
able to click a button and the page will be ignored. The text is then thresholded
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using a method based on a local adaptive approach [13] using a sliding window.
Figure 2 shows an example of Bushman text that has been separated from the
English text and thresholded.

4.2 Line Segmentation

To segment a page into the individual lines, an approach based on the horizon-
tal projection profile is used [14] where each horizontal pixel-row is analysed
to determine the number of foreground-background transitions and a horizon-
tal projection profile is created. In the projection profile, minima represent the
spaces between individual lines, which is smoothed using a Gaussian filter to
remove false minima.

Before the page is segmented into lines, the candidate segmentation locations
are presented to the user who is given the option to move them and add or
delete segmentation locations. Furthermore, the user is able to change the size
of the Gaussian kernel. Figure 2 shows an example of the interface when the line
segmentation candidates are automatically identified by the line segmentation
algorithm. The lines are segmented once the user has made any changes that
they feel are necessary and the system keeps track of each page, the lines that
it was segmented into and which user performed the segmentation.
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Fig. 2. Interface allowing user to view line and word segmentation candidates and
change them

After the text lines have been segmented the slant is automatically corrected
using a method based on the vertical projection profile [15]. The slant-corrected
text lines are then presented to the user who has the option to crop them, re-
apply the slant correction or even delete the line entirely.

4.3 Word Segmentation

Word segmentation is performed on each of the individual text lines segmented
in the previous step using a technique based on the distance between connected
components (CCs) [4]. In this method, the CCs in each line are first identified
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and labelled [16] and then they are then sorted by their x-coordinate. The hori-
zontal distances between every pair of adjacent CCs is calculated and when CCs
overlap vertically the distance is set to 0. If the distance D between two adjacent
CCs CC; and CCjyq is greater than the threshold T then CC; and CC;y; are
considered as belonging to two separate words; otherwise, CC; and CC;11 are
considered as belonging to the same word. The threshold T is calculated as:

Z?’;ll Distance(CC;,CCiy1)
n

T:

/2 (1)

where n is the number of CCs in the image. As was the case with line segmen-
tation, word segmentation candidates are presented to the user and the user has
the option to move segmentation points as well as add and delete segmentation
points. The words are segmented once the user is satisfied with the segmentation
points and the system automatically keeps track of each word that a line was
segmented into and the user who performed the segmentation. Figure 2 shows
an example of the interface for word segmentation.

4.4 Text Capture

In order to capture the text, a custom input form was created and is shown in
Figure 3. The text input interface is made up of several components. The first of
these contains the image that is to be captured and is displayed at the top of the
interface. Below this is the text input box where the user can input the text that
they see, which can then be copied to the ITEX box below. From the ETEX box
users are able to highlight text and add diacritics by clicking on the diacritics
that they would like to add from the right side of the interface. The interface
also allows the user to preview the TEX representation and keeps track of each
transcription and the user who captured it.

The interface caters for diacritics that appear above, below and above and
below diacritics. The diacritics that it supports were pre-determined by scanning
through a subset of the full Bleek and Lloyd Collection. However, it is possible
that some diacritics might be encountered that the interface does not support.
If this occurs, the user is able to mark a line as not being supported by the
interface and at a later stage these lines can be reviewed and previously unseen
diacritics can be added to the interface. Text lines can also be marked when
users feel that they are not suitable for transcription.

5 Corpus Creation Case Study

A workshop was held in which twenty-nine data capturers used x6a’x04 to assist
in creating a corpus of Bushman handwriting. The workshop began with an
introduction to the problem, a discussion of what the goals of the workshop
were and what the data created would be used for and the data capturers were
encouraged to talk to one another during the workshop. For the workshop a total
of 900 pages in the collection, written by two authors, were randomly sampled
and inserted into the job management system as segmentation jobs.
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Fig. 3. Interface allowing user to capture the Bushman text

5.1 Segmentation

The segmentation part of the workshop started off with a short demonstration
of how the segmentation was to be performed. Segmentation jobs were then
randomly allocated to users by the job management system, which kept track
of who the jobs were allocated to and what changes each individual user made.
Text lines were the standard input method for capturing the Bushman text and
therefore the segmented lines were added to a list of transcription jobs.

In total there were 900 segmentation jobs, of which 729 were completed and
segmented into 7950 text lines. There are a number of reasons why the other
171 jobs might not have been completed, such as them not containing Bushman
text. These incomplete jobs will be reviewed in a follow-up workshop.

5.2 Text Capture

Transcriptions were captured for each of the individual text lines. The data
capturers were given a demonstration of how to perform transcription and the
various special cases that arise in the Bushman text were highlighted. The data
capturers were encouraged to collaboratively determine what the characters were
and the importance of consistency was stressed.

Of the 7950 transcription jobs, 1547 were completed and 452 were marked as
having no representation. Future work will investigate each of the text lines that
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was marked as having no representation and appropriate action will be taken,
such as adding the diacritics to the interface.

There are two reasons for 5951 transcription jobs not being completed. The
first is that there was insufficient time to complete all of the jobs in one sitting
and the other is that some users were more efficient at completing transcriptions.

6 Evaluation

The previous section described a case study where x0a’x64a was used to created a
handwriting recognition corpus. In this section, the output from the case study
is evaluated in terms of the quantity and quality of contributions of each data
capturer and the relationship between them. This information is valuable in
planning for a follow-on workshop to expand the corpus as well as to give an
idea of the quality of the data produced during the workshop.

6.1 Contributions

The first issue considered is the contribution to the corpus made by each data
capturer as it is important in planning for follow-on workshops. Table 2 shows
the segmentation and transcription jobs completed by the data capturers and,
as can be seen, there is wide variation between the different data capturers.

Table 2. Number of segmentation and transcription jobs completed by users

Segmentation Jobs Transcription Jobs

Jobs|Number of Users|Jobs|Number of Users
0-9 0 0-9 0

10-19 5 10-19 1

20-29 9 20-29 3

30-39 7 30-39 4

40-49 5 40-49 9

50-59 0 50-59 4

60-69 0 60-69 6

70-80 0 70-80 2

6.2 Data Quality

In the case of a corpus for handwriting recognition, quality is represented by the
accuracy and correctness of the transcriptions of the data. To evaluate quality,
three transcriptions by each data capturer were randomly sampled and reviewed
by a post-graduate research assistant who noted the errors encountered in each
text line. It was found that, on average, each text line transcription had 0.48
errors, where an error represents a character or diacritic that was transcribed
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incorrectly. Given that most text lines contain more than 10 characters, it is felt
that this number is acceptable for the purpose of handwriting recognition and
shows that lay-persons are able to produce high quality data with relatively low
levels of perceived errors.

An investigation was also conducted to see if there was a relationship between
the number of transcriptions made by each user and the error rate. Figure 4 pro-
vides a comparison between the number of transcriptions and number of errors
made by each data capturer and shows that there appears to be no relationship
between the two.
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Fig. 4. Comparison of number of transcriptions and errors

The evaluation has shown how the different data capturers contributed to the
creation of the corpus in terms of efficiency. It has also shown that accuracy and
efficiency appear to be unrelated. Both of these findings are useful in planning
for future corpus creation workshops.

7 Conclusions

The creation of corpora for historical texts is often difficult due to the effects of
degradation and the complexities of historical scripts. This paper has discussed
the creation of a corpus for the Bushman languages using a Web-based tool that
was specifically built to cater for the complexities of the Bushman script. The
tool was semi-automatic and involved automatic algorithms as well as operations
that required user interaction. A case study demonstrated the use of the tool in
a workshop to create a corpus and an evaluation of the data showed that data
capturers were able to create a corpus with few perceived errors. The creation of
transcriptions is a first step towards making the Bushman texts more accessible
and it is hoped that it will allow for the development of new techniques for
exploring and interacting with the collection.
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