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ABSTRACT

The Bushman texts in the Bleek and Lloyd Collection con-
tain complex diacritics that make automatic transcription
difficult. Transcriptions of these texts would allow for en-
hanced digital library services to be created for interacting
with the collection. In this study, an investigation into auto-
matic transcription of the Bushman texts was performed us-
ing the popular method of using a Hidden Markov Model for
text line recognition. The results show that while this tech-
nique may be well suited to well-constrained and understood
scripts, its application to more complex scripts introduces a
number of difficulties that need to be overcome.

Categories and Subject Descriptors

H.3.7 [Information Storage and Retrieval]: Digital Li-
braries; 1.7.5 [Document and Text Processing]: Docu-
ment Capture— Optical Character Recognition (OCR)

General Terms

Algorithms, Experimentation, Performance

Keywords

OCR, handwriting recognition, Hidden Markov Model, dig-
ital libraries

1. INTRODUCTION

The Bleek and Lloyd Collection [5] contains notebooks,
dictionaries and artwork that detail the language and cul-
ture of the Bushman people who lived in Southern Africa in
the late 19th century. Transcriptions of these texts can be
used to create enhanced digital library services for interact-
ing with the collection. However, manual transcription is a
costly and time-consuming task and many of the tools that
have been developed for automatic transcription are not well
suited to complex historical scripts.

In the case of the Bleek and Lloyd Collection, the script
is complex due to the diacritics that appear in the text (see
Figure 1) and that can appear above, below and both above
and below characters and also can span multiple charac-
ters. Thus far about 137 different combinations of single
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Figure 1: Bushman diacritics

and stacked diacritics have been discovered. These diacrit-
ics complicate the segmentation process and make training
and recognition difficult due to the potentially large number
of unique character/diacritic combinations and the similar-
ities between characters that only differ due to diacritics.

A popular approach to handwriting recognition is text line
recognition using a Hidden Markov Model (HMM), as it al-
lows for the complex segmentation of words and characters
to be avoided. This paper describes an investigation of the
application of text line recognition using an HMM for Bush-
man texts and discusses some of the problems that have
been encountered along the way.

2. RELATED WORK

Indermuhle et al [3] built an HMM-based text line recog-
nition system that compared a writer-specific HMM and an
HMM based on general data, which was then adapted for a
specific writer. Vinciarelli et al [6] built a text-line recog-
nition system in which they did not differentiate between
upper and lower case characters and considered symbols to
be noise. Su et al [4] used an HMM-based text-line recog-
nition system for recognising lines of Chinese text. Chinese
script, like the Bushman script, is more complex than Latin-
based scripts and Su et al trained a total of 2075 character
models.

3. DESIGN

The system included a preprocessing step in which the
pages in the Bleek and Lloyd Collection were binarised and
the lines of the text in the pages segmented using the hori-
zontal projection profile, which was based on the number of
foreground-background transitions [1].

Since the Bushman script cannot be represented using
standard Unicode, custom macros for the WTEX TIPA pack-
age were created that allowed for the text to be represented.
A custom AJAX tool, that allowed the user to capture the
Latin characters of the Bushman text, add the diacritics and
then preview the EXTEX markup, was built to allow for the
capturing of the Bushman text that was used for training
and recognition.

A recognition system was built that was based on a left-
to-right continuous HMM with 12 emitting states and 16
Guassian components. Models were trained for each of the



character/diacritic combinations and for the characters ig-
noring diacritics and then combined to create word level
models. Features were extracted using a sliding window ap-
proach where 9 geometrical features [1] and the first 3 co-
efficients (excluding the zero-frequency component) of the
Discrete Cosine Transform [2] were extracted for every win-
dow. The system was tested using each of these feature
sets independently as well as in combinations. No statisti-
cal language model exists for the Bushman languages and,
as such, statistical information was not integrated into the
recognition system.

4. EVALUATION

Evaluation of the system was performed using 1 of the
157 notebooks in the collection. The 74 pages in the note-
book were automatically thresholded and then segmented
into 995 separate text lines. Of these 995 lines, 297 were
excluded from the training and testing phases due to noise,
111 were excluded due to bad segmentation and one sam-
ple was excluded because it could not be fully represented
using the TREX representation used in this study. The sys-
tem was evaluated using 10-fold cross validation using the
remaining 698 samples, which were randomly allocated to
10 folds. The results reported are the averages of the results
of the 10 folds.

The measures used for evaluating the system were the
recognition rate and the recognition accuracy, where recog-
nition rate is given by Equation 1 and recognition accuracy
is given by Equation 2.

N-S-D
Recognition Rate = % (1)

Recognition Accuracy =

where N is the length of the transcription, S is the number
of substitutions, D is the number of deletions and I is the
number of insertions needed to make the output of the recog-
nition process match the correct transcription perfectly.

Three experiments were conducted as part of the eval-
uation. In the first experiment, HMMs were trained for
each character/diacritic combination and character/diacritic
combinations were recognised. In the second experiment
HMMs were trained for each character/diacritic combina-
tion and diacritics were ignored during recognition, ie. if
the base characters were correctly recognised then it was
marked as correct regardless of any diacritics. In the third
experiment, HMMs were trained using transcriptions that
ignored diacritics and recognition was also performed ignor-
ing diacritics.

4.1 Results

The recognition rate and accuracy for the character/diacr-
itic combinations in Experiment 1 were the lowest, averaging
at 56.34% and 43.84% respectively. It is speculated that the
main reason for this is the large number of combinations
of characters and diacritics that are possible and the lack
of training samples for many of the models. The results
from Experiment 2 showed that by ignoring the diacritics in
the recognition process, the recognition rate and accuracy
increased by about 10%, indicating that for about 10% of
the character /diacritic combinations, the base characters are
correctly recognised but the diacritics are not. Lastly, the

recognition rate and accuracy for Experiment 3 were approx-
imately 59.63% and 49.69% respectively, thereby demon-
strating that there is a relatively high level of variation
within models when diacritics are ignored, indicating that it
is not a viable approach for use with a multilayer classifier.

S. DISCUSSION & CONCLUSION

In this study, a common approach to handwriting recog-
nition was applied to the Bushman texts that appear in the
Bleek and Lloyd Collection. These texts contain complex
diacritics that make the recognition process difficult due to
the number of character/diacritic combinations that exist.
The effect of this complex representation is that, for the
majority of cases, there are fewer than 3 training samples.
It was shown that an improvement can be achieved when
diacritics were ignored. However, the diacritics play an im-
portant role in the Bushman languages and as such cannot
be ignored. The findings suggest that the common approach
of text line recognition might not be well suited to the Bush-
man languages and motivates the need to investigate other
techniques for recognition. These findings are not limited
to the Bushman languages, but also apply to other complex
scripts that are difficult to represent, and have meanings
that are encoded in non-standard representations.
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