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Abstract—Social surveys have been used by researchers and
policy makers as an essential tool for understanding social and
political activities in society. Social media has introduced a new
way of capturing data from large numbers of people. Unlike
surveys, social media deliver data more rapidly and cheaply. In
this paper, we aim to rapidly identify socio-political activity in
South Africa using proxy data from social media. We measure
and analyse scalar properties of a network created by user
interactions on Twitter. Our experimental results show that
network diameter and reciprocity have statistical significance in
determining socio-political activity.

Index Terms—Social Media, Social Networks Analysis, RDF
Graphs, Socio-political, Network Metrics

I. INTRODUCTION

A socio-political problem is any condition or behaviour that
has negative consequences for large numbers of people in a
society and is generally recognized as a condition that needs
to be addressed [10]. Sociological surveys have been used by
researchers and policy makers as a tool for collecting and
monitoring socio-political activities. Social media has provided
a new way of delivering abundant data on almost any topic.
The real-time and wide-spread nature of social media has
quickly made it become a lens of perspective [13]. Research
has shown that social media has become pivotal in shaping
the political discourse around the world [2], [3], [4]. A report
released by Portland! shows that Africa is tweeting about
political issues more than USA and UK. This is indicative
of the adoption of social media in Africa as a platform for
political discourse. In this work, we aim to identify socio-
political activities in South Africa by analysing the network
structure created by user interactions on social media.

A network is represented as a graph of vertices and edges.
Two popularly used network formats are Resource Description
Framework (RDF) [18] and Social Networks [16]. RDF is a
family of World Wide Web Consortium (W3C) specifications
designed to model information that is implemented in Web
resources. Objects in a network are represented in the form
subject-predicate-object expressions, known as triples. The
concepts in an RDF graph are formalised by a controlled vo-
cabulary called an ontology. SPARQL [21] is a query language
for retrieving semantic information from RDF graphs. Social
Networks represent objects with asymmetric relations. Social
Networks proposes graph algorithms for computing metrics
that characterise the overall structure of a network. In our

Uhttps://portland-communications.com/publications/how-africa-tweets-
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work, we leverage the expressivity power of RDF and Social
Networks algorithms to create a network abstraction of the
tweets.

Previous studies have shown that it’s plausible to gain a
tremendous amount of insights by analysing networks in social
media. Network analysis has been used significantly in under-
standing the topology of user relationships in social media
for viral advertisement [17]. The topology of retweet and
mention networks on Twitter has been analysed to understand
communication between communities with different political
orientations in the United States [4]. The retweet network
structure has also been analysed as part of deciphering public
opinions on UK's decision to leave or remain in the European
Union (EU) [15]. Social media was seen has a driving force
in 2011 Arab Spring uprisings in Africa (Egypt, Tunisia and
Libya) and the Middle East. Among many analyses done
on the large amount of data produced by these uprisings,
the interaction network created by users has been analysed
to understand participation of directly affected citizens and
onlookers [14].

In this paper, we analyse the network formed by message
forwarding and mentions on South African Twitter. We use
existing ontologies — SIOC?(an ontology for describing infor-
mation from online communities) and SemSNA(an ontology
for describing Social Networks indices) [S] — as a basis for
conceptualising user interactions on Twitter. We also use So-
cial Networks algorithms to measure network diameter, nodes,
edges, density, clustering coefficient, assortativity, reciprocity,
average path length and network modularity.

The contributions of this paper are two-fold:

« Firstly, we identify metrics that are indicators of socio-
political activity in social media.

o Secondly, we extend the SIOC ontology to describe for-
ward and mention interactions on Twitter. We also extend
the SemSNA ontology to include density, assortativity,
clustering coefficient and reciprocity concepts.

The paper is organized as follows. Section II describes our
methodology for topic classification, network representation
and the techniques used for comparing network structures.
Section III reports on the experimental results. In section IV
we review literature related to our work. Finally, in Section V
we give the conclusion.

Zhttps://www.w3.org/Submission/sioc-spec/



II. DATA AND METHODS
A. Data Collection and Topic Classification

We created a dataset of 1 million tweets by crawling the
public Twitter API. We partitioned our dataset into 10 sub-
datasets according to the 10 hashtags (shown in Table I) used
to download the data. Users on Twitter use hashtags (#) to
indicate a topic in a message. Therefore, in this paper, a topic
corresponds to all the tweets downloaded for each hashtag. In
order to do further analysis on the data, we trained a multi-
label classifier to associate topics with three labels as follows:

e Sp : Socio-political topic.

« E: Entertainment topic.

« P: Topic about people.

In multi-label classification, topics are associated with a
set of labels Y C L. We use a multi-label classifier for
topic categorization because social media posts can belong
to more than one conceptual class [19]. For example, a
post on the 2013 Boston marathon can include the hashtags
#BostonMarathon and #TerroristBombing. We have used a k-
Nearest Neighbor (KNN) algorithm adpated for multi-label
classification [1]. Some topics in the dataset were assigned
more than one label as shown in Table 1. We use the following
labels to tag topics with more than one label:

o E-S, : A topic labeled as entertaiment and socio-political.

e P-S; : A topic labeled as people and socio-political.

o E-P: A topic labeled as entertainment and people.

e E-P-S,: A topic labeled as entertaiment, people and
socio-political.
TABLE I
ToPICS AND CLASSIFICATIONS

Hashtag Description Class
#FeesMustFall ProFestmg ] umvers.lty students Sp

against the increase in school fees.

Voice out against the decision

made by South Africa Social Secu-
H#SASSA rity Agency (SASSA) to stop pay- Sp

ing social grants.

N Match against the reshuffle of cab-
#ZumaMustFall inet made by President Zuma. Sp
#lsibaya South African TV soap opera. E-Sp
#DateMyFamily South African TV reality show. E
#MissSA South Africa beauty pageant held E

on March 26, 2017.
South African TV reality show. E
Death of Joe Mafela. Joe Mafela
was a South African actor and | P
singer.

Death of Ahmed Kathrada. Ahmed
Kathrada was a South African anti-
apartheid activist.

Discuss the trial of a South African
sprint runner Oscar Pistorius ac-
cused of killing his girlfriend.

#OurPerfectWedding

#RIPJoeMafela

#AhmedKathrada P-S,

#OscarPistorius P-Sp

To train our classifier, we downloaded news articles tagged
with Political, Entertainment and People from South African
online news media: news24>, IOL* and timeslive’. We used

3http://www.news24.com/SouthAfrica
“http://www.iol.co.za/news
Shttp://www.timeslive.co.za/

these tagged articles as a basis for categorising topics in the
dataset. Tweets are shorter (140 characters) than news articles.
To compensate for this difference, we combined all the tweets
in a topic into a single document and use the document as input
to a classifer. The classifier associate each document with a
set of labels Y C L, where L= {S,.E,PE-S,.E-PE-P-S, }.

B. Network Representation and Measurement

A network is represented as a graph of vertices and edges. In
this work, we used two popular network representation formats
— Resource Description Framework (RDF) [18] and Social
Networks [16] — to create a network abstraction of the topics
in the dataset. We leverage the expressivity power of RDF to
describe the relationships among Twitter users. Though RDF
is well suited for semantic analysis of a network, it is limited
in giving insights into the overall structure. For this reason, we
used Social Networks for measuring and analysing structural
properties of a network.

We create and analyse networks in four steps:

1) We first create a network of users and tweets using
RDEF. Several ontologies already exist to conceptualise
concepts in online social networks like Twitter [6]. In
this work, we used an existing RDF ontology, SIOC.
SIOC relates a user to a tweet through the creator_of
property as shown in Fig. 1. We have extended the Post
concept in the ontology to include the has_forwarder and
has_mention properties.

2) The second step is to use SPARQL [21] to extract a
forward and mention network from the RDF graph using
the has_forwarder and has_mention properties respec-
tively. We also extracted the forward-mention combined
network by using polymorphic SPARQL queries [5]
using the super-property: sioc:related_to. In a forward
network, we define an edge from user A to user B if A
forwarded a message from B. In a mention network, an
edge connects A to B if A mentioned B.

3) The third step is to measure structural properties of the
networks and extend the RDF graph created in step 1
with the measures. We used SemSNA [5] for conceptual-
izing network metrics. SemSNA is an ontology designed
to model social networks metrics in RDF graphs. Fig. 2
shows part of the SemSNA ontology. We have extended
the ontology to describe network density, assortativity,
clustering coefficient and reciprocity. In this paper, our
primary focus is to compare networks across topics in
the dataset using a consistent set of network structural
properties such as, network diameter, density, number
of nodes, number of edges, reciprocity, assortativity,
clustering coefficient, average path length and network
modularity [16].
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Fig. 1. Extended SIOC.

The network properties are defined as follows:
Network diameter: Every node N has a shortest path
to other nodes in a network called geodesic. A network
diameter is the longest geodesic distance in a network.
Network density: Density D is calculated as a ratio
D =2E/N(N — 1), where E is the number of edges
and N is a number of nodes.

Number of nodes: Is a sum of all nodes in a network.
Number of edges: Is a sum of all edges in a network.
Network reciprocity: Is the proportion of mutually linked
vertices in a directed network.

Network assortativity: Is the tendency of nodes to con-
nect to others nodes with similar edge degrees.
Network clustering coefficient: Measures the probability
that the adjacent vertices of a vertex are connected. In
this paper, we calculate the global clustering coefficient
based on triplets of nodes. A triplet consists of three
connected nodes. A triplet can either be open (connected
by two undirected ties) or closed (connected by three
undirected ties). Global clustering coefficient is defined
as: C' =number of closed triplets/number of connected
triplets of vertices (both open and closed).

Network average path length: Is the mean of the shortest
distance between each pair of nodes in the network.
Network modularity: Measure the strength of cohesion
in clusters/communities in a network. A network with
high modularity has dense connections between nodes
in clusters but sparse connections between nodes in
different clusters.

isDefinedForProperty hasSNAConcept

rdf:Property < SNAConcept (¢
Al

hasValue

SNAIndice rdf:decimal
£\

Density | ClusteringCoefficient ‘ | Centrality ‘
Reciprocity

Fig. 2. Extended SemSNA.
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4) The last step (described in more details in the next
section) is to use the RDF graph created in step 1 and 3
to understand the relationships and characteristics among
users, tweets and network metrics.

Table II gives an example of measures captured from the RDF
graphs.

C. Comparing Networks across Topics

In this section, we discuss the methods used to identify
patterns of network properties across different classes of
topics. We used multiple regression models and correlation
techniques to understand how different network parameters
interact [24], [23], [14], [4], [25].

Correlation: Correlation looks at the global trend shared
between two variables. For example, we want to understand
if increase in the number of tweets leads to increase or
decrease in network density. We used the Pearson correlation
coefficient [22] to measure correlations among tweets and
network properties. We compared variable correlations across
topic classes to identify patterns unique to each class of topics.

Multiple regression modelling: Regression explains the
causal relationship between variables. We use multiple re-
gression to find a relationship between network properties
(response variables) and topic classes (independent variables)
[71, [8]. Let socio-political class S, be X, entertainment class
E be X, and people class P be X3, then a multiple regression
equation is given by:

Y =a+ 81X+ B Xo + 53X3, (D

where Y is a network property. In this work, we used three
types of multiple regression models,

e Linear model: We used a linear model for network
metrics that are quantitative and normally distributed, e.g.
network density.

o Logisitic model: We used presence-absence analysis to
analyse network reciprocity. If reciprocity is present in a
network - calculated as greater than 0 - we reduce it to
1, otherwise 0 if reciprocity is absent. We used multiple
logistic regression for modelling reciprocity because the
response variable is categorical with two possible binary
outcomes. The response variable Y takes on values 0
or 1, and is modelled as a binomial distribution with
probability P(Y; = 1) = m;,

o Poisson model: Poisson regression provides a model
that describes how the mean p response changes as
a function of one or more independent variables. The
Response Y is modelled as Poisson distribution that is
y; ~ Poisson (u;) for i = 1,..., N where the expected
count of y; is E(Y) = p. We used Poisson regression
to model network properties collected as counts (e.g,
number of nodes, network diameter, number of edges
etc.).

Both Logisitic and Poisson regressions belong to a family of
regression models called generalized linear models [9], [10].



TABLE II
SAMPLE NETWORK METRIC MEASURES

class tn n m I} p C r r— lg Q type
P-Sp 857 394 423 3 | 0.005463634 | 0.0005309359 | 0.004471068 0 1.09636 0.5290786 forward
Sp 805 582 567 5 | 0.003353621 | 0.0007443553 -0.01618863 0.003527337 | 1.348158 | 0.7023055 combined
E 3476 447 302 2 | 0.003029665 0.01648352 0.06462597 0.006622517 | 1.103858 | 0.9404357 mention
P 456 140 118 2 0.01212744 0 -0.05746937 0 1.008403 | 0.8601336 forward
Sp 12631 1445 | 1707 | 9 0.00163617 0.009588494 -0.007949564 0.01405975 2.964084 | 0.8148845 combined
E-Sp 1736 427 431 3 | 0.004738815 0.001455604 -0.004947816 | 0.004640371 1.103858 | 0.8068594 mention

» The properties measured are: total number of tweets t,; total number of vertices n; total number of edges m; network diameter ¢; density p; clustering
coefficient C; assortativity r; reciprocity r=; average path length I and network modularity @Q. The last column shows the type of a network.

IIT. ANALYSIS OF RESULTS

In this section, we report on the findings from our exper-
iments. We sampled data from each topic in our dataset at
a daily interval. Topics in the dataset had different sample
sizes because some topics have a longer life-span on Twitter
than others and some topics receive more attention from
users than others. Table III shows the number of days each
topic was sampled. Using RDF and Social Networks, we
created a network abstraction of the tweets in each sample.
We examined the correlations of different network metrics
(shown in Table II) using the Pearson correlation coefficient.
Our experiments yielded no correlation patterns across the
topical classses. We also used regression models to analyse
causal relationships between the parameters shown in Table II
and the topical classes. In this paper, we only report on the
network properties where socio-political class had a significant
impact. The experiments showed socio-political class to have a
significant impact on reciprocity and diameter. The remainder
of the section reports our findings.

A. Reciprocity

Reciprocity takes on the values O if there is no reciprocity
in the sampled network or 1 if reciprocity is present. Be-
cause reciprociy is categorical with two possible outcomes,
we assumed reciprocity to have a binomial distribution. To
determine topical classes with a significant impact on the
presence of reciprocity in forward, mention and forward-
mention networks, we fit the measures of reciprocity in the
logistic equation given in “(1)”.

TABLE III
NUMBER OF SAMPLES IN EACH TOPIC

According to the output, the models of the forward, mention
and forward-mention networks are logit(m) = —2.06467 +
1.62936 X, —0.01167X,+0.23275X 3, logit(m) = —2.1314+
1.7766 X 1 +0.8595X,+0.7168 X3 and logit(mw) = —0.3979+
1.8019X; — 0.6340X, — 0.8450X 3 respectively.

Before performing statistical tests on the variables of the
regression, we checked the residual plots in order to examine
the extent of deviation in the models [25]. The residual plot in
forward network shown in Fig. 3 slants slightly to the positive
and had points with deviance residuals greater than 1. The
residue plot in mention network shown in Fig. 4 slants slightly
to the negative with no points less than -1. The combined
network slants slightly both to the positive and negative with
no point with residual greater than 1 or less than -1. In our
experiments, we set the threshold of deviance to 1 on the
positive and -1 on the negative. Therefore, we removed all
points in the forward network with residuals greater than 1 and
fit the logistic regression again. Like in [25], the results did
not change the pattern of the results. Therefore, all the three
models were used to test the null hypotheses. We tested the
null hypotheses Hy : 81 =0, Hy: B, =0and Hy: 53 =0
using the z and p-values shown in Table IV. The statistical tests
show that X; (socio-political class) has a significant impact
on the probability of the presence of reciprocity in forward,
mention and the combined networks. The results also show
X, and X3 having significant impact in mention and combined
networks respectively. Although X, and X3 have significance,
X has a significant higher z-value and lower p-value.

TABLE IV
RECIPROCITY Z AND P-VALUES

Topic Number of days sampled | Total number of tweets
Topic 1 89 393153 z-value p-value
Topic 2 37 63053 X, 3790  0.000151
Topic 3 41 226641 forward ~ X,  -0.030 _ 0.975837
Topic 4 32 26949 X3 0.591 0.554481
Topic 5 22 59316 X 4.557 5.19e-06
Topic 6 19 48673 mention X5 2.258 0.0239
Topic 7 27 49592 X3 1.862 0.0626
Topic 8 21 14464 X 4.756 1.97e-06
Topic 9 26 48283 combined X, -1.574 0.1156
Topic 10 9 69876 X3 -2.095 0.0361




Residual plot

w 10
@
0
o .
wJ
bt
k] __//_\
(=]
=
m [ ] .\-._".
=
@
0O

5

2.0 -1.5 -1.0 0.5

Log-predicted values
Fig. 3. Residual plot for forward network in logisitic model.

B. Diameter

Network diameter is the longest of all the calculated
path counts, therefore we assume a Poisson distribution. To
determine topical classes with a significant impact on the
mean of the diameter in forward, mention and forward-
mention networks, we fit the diameter measures in the Poisson
equation given in “(1)”. The models of the forward, men-
tion and forward-mention networks are, g(u) = 0.94737 +
0.60717X; — 0.33138X, — 0.27890X3, g(n) = 0.22911 +
0.88159X 1 40.25664X,+0.39635X 3 and g(u) = —0.3979+
1.8019X, — 0.6340X, — 0.8450X 3 respectively.

Before testing the null hypotheses, we examined the residual
plots for deviation in the models [25]. The residual plot in
forward network shown in Fig. 5 slants slightly to the negative.
The residue plot in mention network shown in Fig. 6 showed
no major deviations. The forward-mention combined network
slants slightly to the negative. All the three networks had
no points with deviation greater than 1. Thus, all the three
models were used to test the null hypotheses. We tested the
null hypotheses Hy : 51 =0, Hy: S, =0and Hy: 83 =0
using the z and p-values shown in Table V. The tests show all
variables having significant impact on the mean of diameter
in all the three networks though X; (socio-political class) has
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Fig. 4. Residual plot for mention network in logisitic model.
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Fig. 5. Residual plot in forward network in Poisson model.

the highest z and p-values.

IV. RELATED WORK

In the early days of social media, one of the first questions
investigated was whether social media is a new medium
of information sharing. Social Networks algorithms have
been used for measuring topological characteristics of user
networks. Network properties like total nodes, total edges,
average degree, diameter, clustering coefficient, reciprocity,
community structure, hubs and authorities have be used to
measure user intention on Twitter, compare user interactions
across continents and study the flow of information [24], [23].
The behavior of a user network on Twitter has been compared
to a human social network and experimental results show a
non-power-law distribution, a short effective diameter, and
low reciprocity suggesting that Twitter is used more as an
information sharing platform than a social network.

The wide-spread and real-time nature of Twitter has at-
tracted policy makers to monitor public opinion for political
strategic planning. Methodoligies have been designed for
analysing the user network topology to predict political activity
on Twitter [4], [14], [15]. The interaction network on Twitter
(replying and retweeting) in the 2011 Arab Spring uprisings
was analysed to understand participation of directly affected
citizens and onlookers. Network features were used to train
a classifier for predicting political alignment of Twitter users
in 2010 U.S. midterm elections. Experimental results showed
the classifier to outperform content-based classifiers.

TABLE V
DIAMETER COEFFICIENTS

z-value p-value

X 5.951 2.67e-09

forward X5 -3.534 0.00041
X3 -2.901 0.00372

X 8.634 2.0e-16

mention X2 2.714 0.00665
X3 4.282 1.85e-05

X 6.566 5.16e-11

combined X -4.350 1.36e-05
X3 -3.799  0.000145
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Fig. 6. Residual plot in mention network in Poisson model.

Topological analysis of a user network on Twitter has also
been used as part of deciphering public opinions on UK's
decision to leave or remain in the European Union (EU). In
2016, Twitter was used to decipher the 2016 U.S. presidential
campaign. The follower-following network was used in part
to analyse four dimensions of follower demographics: social
status, gender, race and age [26]. Experimental results showed
that the Trumpists were more polarized than the Clintonists,
and were more likely to be either very young or very old and
no gender affinity effected Clinton.

V. CONCLUSIONS

In this paper, we analysed 1 million tweets downloaded
from South African social media. We associated topics with
three labels — S, (Socio-political), E (Entertainment) and P
(People) — using a k-Nearest Neighbor multi-label classifier.
We leveraged the expressivity power of Resource Description
Framework (RDF) and Social Networks graph algorithms to
model the complex relationships and characteristics of Twitter
users, tweets and network properties in the forward and men-
tion networks. Our experimental results show socio-political
topics to significantly impact the presense of reciprocity in
mention, forward and forward-mentione combined networks.
The results also show that the mean of the diameter in
forward, mention and forward-mention combined networks is
significantly impacted by topics with socio-political alignment.
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