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Abstract

Systems to annotate online content are becoming increasingly common on the
World Wide Web. While much research and development has been done for in-
terfaces that allow users to make and view annotations, few annotation systems
provide functionality that extends beyond this and allows users to also manage
and process collections of existing annotations.

Siyavula Education is a social enterprise that publishes high school Maths and Sci-
ence textbooks online. The company uses annotations to collate collaborator and
volunteer feedback (corrections, opinions, suggestions) about its books at various
phases in the book-writing life cycle.

Currently the company captures annotations on PDF versions of their books. The
web-based software they use allows for some filtering and sorting of existing anno-
tations, but the system is limited and not ideal for their rather specialised require-
ments.

In an attempt to move away from a proprietary, PDF-based system Siyavula imple-
mented Annotator (http://okfnlabs.org/annotator/), software which allowed for the
annotation of HTML pages. However, this software was not coupled with a back-
end interface that would allow users to interact with a database of saved annota-
tions.

To enable this kind of interaction, a prototype interface was designed and is pre-
sented here. The purpose of the interface was to give users new and improved
functionality for querying and manipulating a collection of web-based annotations
about Siyavula's online content.

Usability tests demonstrated that the interface was successful at giving users this
new and necessary functionality (including filtering, sorting and searching) to pro-
cess annotations.

Once integrated with front-end software (such as Annotator) and issue tracking
software (such as GitHub) the interface could form part of a powerful new tool for
the making and management of annotations on the Web.


http://okfnlabs.org/annotator/
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Chapter 1

Introduction

1.1 Introduction

Siyavula Education is a Cape Town-based social enterprise that publishes open
source high school maths and science textbooks. The books are written collabora-
tively by volunteers and then edited and refined in-house. The volunteer commu-
nity plays a central role in the book making process. Volunteers contribute towards
authoring new content, editing existing content, proofreading and translation. The
final versions of the books are available as printed hard copies, PDF downloads and
as webbooks, which can be read online using a variety of devices.

One mechanism by which volunteers, or any member of the public, can give Siyavula
feedback is via annotations. This is not only a tool for flagging small errata in the
books; Siyavula also uses annotations to get feedback from volunteers during the
authoring process, and during the editing and proofreading phases.

1.1.1 Current annotation system

Currently, Siyavula uses the web-based software a.nnotate.com [1]. To use this
system the company must upload draft PDFs of a particular chapter of a book, and
external users (who have been given the necessary permissions) can then view,
highlight and make comments on the content. Users can select a particular "type"
for their comment (error, comment or suggestion) and they can also add custom
tags to comments. Any user who has access to a particular PDF can view and reply
to all annotations made on the document.
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A.nnotate.com is not very easy to use for volunteers who need to make annota-
tions: pages are often slow to load (especially for large documents, and a single
chapter of a book may be anywhere between 20 and 90 pages long) and the inter-
face is not intuitive, particularly for less advanced computer users. Similarly, it is
not user-friendly for the Siyavula team members who have to process or capture
annotations that have been made.

'Processing' an annotation involves an employee locating an annotation in the con-
text of a book (or subject or grade), assessing its validity (e.g. "is there really an error
in the text as flagged by a volunteer?"), making changes to the book content's source
code if necessary and somehow marking that annotation as resolved.

To do this currently, employees have to trawl through the uploaded PDF docu-
ments one page at a time to view annotations in the context in which they were
made. Whilst a.nnotate.com offers basic filtering, searching and sorting of notes,
this functionality is predetermined (and limited) and not customised to Siyavula's
workflow. For example, there is no efficient way to mark annotations as resolved
or to lock down a particular annotation and its replies (one can only prevent ac-
cess to the entire document). It is not possible to view annotations with a preview
of the the text to which they relate and it is not possible to group annotations by
subject (e.g. Maths), type or username, or to cross-reference annotations between
different PDFs. There have also been problems with old annotations simply being
deleted from the a.nnotate.com database.

1.1.2 New annotation system

Due to the limited functionality of a.nnotate.com (software arguably not designed
for the kind of functionality that Siyavula requires from it); its proprietary nature
(one has to pay to upload documents over a certain file size); and the fact that it
can only handle PDF documents, it was decided that Siyavula would implement its
own annotation software on the company's websites. This would allow Siyavula to
develop the software according to its own rather specialised needs and to capture
annotations on (HTML) web versions of the books, not merely PDFs.

For external users, the beta version of Siyavula's new annotator behaved in much
the same way as a.nnotate.com, albeit with a simpler, cleaner interface. The soft-
ware allowed users to highlight text in a static webpage and make an annotation

about that text, in one of three categories: "errata", "comment" and "suggestion".
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These annotations were then stored in a database, and could be viewed by employ-
ees in a relation (table) with the most recent annotations listed first.

1.2 The problem

The very limited repository interface (a single relation) provided by the new an-
notation software did not include any functionality for Siyavula team members to
filter, search, sort or process annotations that have been made. Users could scroll
through the contents of the relation, but had no tools whatsoever to manipulate
or interact with the information provided. Users had no way of meaningfully and
efficiently engaging with the existing system and stored annotation content.

1.3 The solution

The solution to the above problem was to develop a new interface customised to
Siyavula's requirements that would provide team members with new functionality
to engage with existing annotations.

Being able to filter, search for, and sort existing annotations would enable users
to locate sets or subsets of annotations, to find individual annotations, or to view
particular details about a single annotation or user, all previously impossible tasks.
Such functionality could streamline the ways in which team members process and
resolve annotations made by volunteers and external users.

A user-centred approach was adopted to identify and answer specific questions
about user requirements and to include user feedback in as many stages of the
design process as possible. Once the high-fidelity prototype was complete, user-
centred evaluation was also undertaken in order to determine whether or not the
final prototype properly met user requirements and expectations and adequately
provided them with new and desired functionality for processing annotations.

1.4 Scope of the research

The scope of this research was limited to solving Siyavula's problem specifically.
The interface was designed to meet the requirements of a niche group of users,
and to fit into their unique existing annotation-processing pipeline and software
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system. However, the final interface exists independently of any underlying soft-
ware and could therefore easily be assimilated into a different system or process.
This software independence is desirable for Siyavula because it allows room for
their underlying annotation software and database to change. It also means that
the interface could be repurposed for other organisations' requirements.

At the time of writing, Siyavula's use of annotations to capture volunteer feedback
on web-based textbooks appears to be unique in the realm of open education and
publishing. Nonetheless, in future this kind of workflow may well be adopted by
similar organisations or those using annotations as tools in a structured process.
If so, the need for an interface to enable users to engage with such content may
become more widespread.

In summary, the aim of this research was to design a new interface, specifically
customised to meet Siyavula's requirements, which would allow users to interact
with existing annotations in meaningful, useful and hitherto impossible ways.

1.5 The structure of this dissertation

Chapter 2 provides more technical details about Siyavula's annotation software and
its functionality. Chapter 3 provides an overview of existing research in this field.
Chapter 4 outlines the user-centred methodology, tools and design guidelines used
in the development of the interface. Chapter 5 deals with the design process while
Chapter 6 covers the technical details about development of the high-fidelity pro-
totype. Chapter 7 deals in detail with the process of user-centred evaluation and
iterative improvements to and testing of the interface. The success of the final in-
terface and future work are discussed in Chapter 8.



Chapter 2

The Existing Annotator System

2.1 Overview of Annotator

The beta version of Siyavula's Annotator software allowed people to highlight HTML
text in a webbook and make an annotated comment about their selection. In order
to use the annotator, users had to be be logged in so that their annotations could
be correctly attributed to them.

If the nth root of a number cannot b
are surds, but +/4 is not a surd bec:

In this chapter we will lo @ surds ¢
very L; S0 we u:

It is sometimes useful to know the a

Figure 2.1: Highlighted text with the "Annotate" icon

Annotations could be made in one of three categories: errata, suggestion and com-
ment.

They were then stored in a database for future reference. All users could view
existing annotations on a webpage when they logged into the annotated version of
the webbook. Users could also reply to existing annotations made by themselves
or other users.
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You are here: Home » Grade 10 Mathematics » Annotated Grade 10 Mathi

- - Q
Estimating ¢,
If the n'™ root of a numl imber, we c
R —r
are surds, but v/4 is no Slrg be the rational
In this chapter we will lo S any positive
ﬂl:ancel GBave

very common for n to b ead we writ

AV

It is sometimes useful to know the approximate value of a surd without hay
we want to be able to estimate where a surd like \-"E is on the number line
equal to 1, 73205.... Itis easy to see that /3 is above 1 and below 2. But
without using a calculator, you must first understand the following:

Figure 2.2: Three categories of annotation

2.2 Technical details of Annotator

The annotation software Siyavula decided to utilise (and modify for the company's
own purposes)is based on an open source application called "Annotator" [2] (forked
by Siyavula's developer at https://github.com/ezietsman/annotator). Annotator is
a JavaScript application that is written in CoffeeScript [3]. It uses CouchDB [4] and
has a Python server back-end. It does not come packaged with any functional user
interface for the viewing of saved annotations outside of the webpage where they
were made.

Siyavula's version of Annotator ran on static versions of the company's webbooks,
not on the latest live versions.

2.3 Existing interface

The back-end interface for the annotator consisted of a simple table list of annota-
tions.

Table columns included: "Type", "id" (the database primary key), "Comment" (the
text typed by the user), "User", "Time" (date and time) and "URL" (the webpage on
which the annotation was made.) Most recent annotations were listed first. The
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type of annotation was also indicated by one of three colours in the left-hand col-
umn (see Figure 2.3).

Columns were not sortable, and there was no search or filter mechanism. The back-
end merely provided a list of annotations, with some basic information about each
entry. For in-house processing of small numbers of annotations ( < 20), this ba-
sic back-end was adequate (albeit very rough) for advanced members of the team.
However, this interface was not scalable (processing > 100 annotations listed like
this would be extremely difficult) and not user-friendly at all, particularly for less
technologically advanced employees. Indeed, it had not been designed with any
user requirements in mind at all - it had merely been cobbled together as a tempo-
rary way to view annotations that had been made.

Given the simplicity of the existing interface and the potential for a functional anno-
tator to be anintegral part of many stages of Siyavula's book-writing and -maintaining
process, it was decided that there would be immense value in designing a unique
back-end interface. This interface could be tailored to accommodate different team
members' specific user requirements and therefore help to maximise the use of the
annotator as a functional tool for making, storing, processing and resolving anno-
tations containing volunteer and general feedback.
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Chapter 3

Related Research

The Concise Oxford English Dictionary describes an annotation as an explanatory
note added to a book or document [5]. Haslhofer et al. [6, p. 17] extend this and
state that an annotation can be seen as "a remark, explanation or interpretation
added to the original document". According to Ovsiannikov et al. [7] annotations
may take the form of written notes, a symbol, a drawing or, in the digital space, a
multimedia clip.

Analogue annotations and marginalia in books and other hardcopy documents
have a long tradition [6] and come in a variety of formats (some more formal than
others) including handwritten notes in margins, printed margin notes in textbooks
and Post-it notes stuck on to content. More recently, with the inevitable shift to-
wards digital reading, annotations have become possible in desktop software suites,
on e-reading devices such as Amazon's Kindle, and on the World Wide Web.

Much research has been done into the different types of annotations that exist [8]
[9], the workflows by which they are created, and their purpose and usage par-
ticularly in the digital realm [10] [7]. Agosti et al. [10] name four major uses for
annotations: to create new information resources, to interpret existing ones, to ac-
cess resources in new ways, and to support the effective use of resources. Arko
et al. [11] state that annotations also allow for community engagement and the
capturing of "ephemeral information" that would otherwise be "lost in transient
media like conversation" or emails. This is applicable to analogue annotations, but
is particularly true of digital annotations, which can so easily be shared, viewed and
processed online.

While desktop software to make and read annotations (or "notes" or "comments")
has been around for years (e.g. MSOffice [12] for Microsoft documents, and Adobe
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Reader [13] for PDFs), a multitude of new technologies are becoming available due
to increasing interconnectivity and new storage options given to us by the Web.
Examples of online annotation software include Google Drive [14] (for documents
and spreadsheets), A.nnotate.com [1] and Annotatelt [15].

Interms of accessing information stored on the Web, faceted searches and dynamic
queries of databases are becoming increasingly common. According to Kules et
al. [16, p. 1] faceted searches use structured metadata to "provide an overview
of results and incorporate clickable categories into search results". This allows
searchers to browse or narrow results without having to reformulate their query.
Faceted search and navigation systems (similar to those used by Amazon.com [17]
or eBay [18] are well documented [19] [20], as are the ways in which users interact
with these kind of search interfaces [16]. Similarly, dynamic queries of databases
provide a powerful method for browsing and searching, enabling users not only
to explore databases of information but also to efficiently filter out unnecessary
information and locate a specific piece of information [21, p. 1] [22]. Users can
rapidly query an entire database of information and adjust or refine their query
with sliders, buttons and other filters [21, p. 1]. Information visualisation is also key
component of designing interfaces that present sets of database entries to users
in meaningful and intuitive visual representations [23].

As online annotation possibilities have expanded, several frameworks have been
developed to try and standardise the ways in which annotations can me made,
stored and manipulated, particularly on the Semantic Web [24] [25]. Notable ex-
amples of such frameworks include Annotea [26], CREAM [27] and LEMO [6]. These
frameworks are an attempt to move away from independently developed (often
non-interoperable) software and systems. They aim to establish standardised spec-
ifications which can be widely adopted, extended and integrated with other tools.

A number of online annotation systems have emerged out of these frameworks,
the vast majority of which are concerned with creating and viewing annotations.
Only a handful go beyond this functionality and deal with annotation management.
Many of these front-end systems have been analysed and compared extensively
by Kahan et al. [26] and Haslhofer et al. [6]. To avoid exhaustive repetition, only
those systems that are web-based and that include some functionality to manage
or process annotations that have already been made, will be discussed here.

Amaya [28] is W3C's test-bed web editor/browser that includes an implementation
of Annotea, a collaborative annotation system. Annotea/Amaya allows users to
make and view annotations on a webpage. Some extra functionality is provided via
a drop-down menu which allows users to reply to existing annotations, or to delete



Chapter 3. Related Research 11

them [29]. Mozilla's instance of Annotea, Annozilla [30], provides the same options.
Beyond merely creating and viewing annotations, users can also reply to them and
delete them.

This is very similar to the Google Drive "comments" system [14]. Itis standard today
for systems that integrate annotations to allow users to write (and edit) view, reply
to and delete annotations. Google Drive adds one more piece of functionality to this
which is the ability to mark annotations as "resolved". This hides the annotations,
but they can still be viewed in the document history, and restored if need be.

A.nnotate [1] (the software that Siyavula currently uses to annotate PDF books) of-
fers users some processing of annotations or "notes". Apart from browsing anno-
tations one page at a time in the context of the PDF, users can also view all notes
made on a PDF. They can then sort the annotations displayed by date, subject, tag
and document. It is possible to search for text in annotations, and to filter by tag
and a few other predefined options such as "Include all notes/notes on text/notes
on images". In addition, users can export annotations as CSV files.

The Open Knowledge Foundation's Annotator (upon which Siyavula's new annota-
tion software is based) [2] offers a simple and user-friendly front-end system which
allows users to create annotations on any website. Although it comes packaged
with a hosted web service for storing annotations (Annotatelt [15]) or a customis-
able storage API [31], neither of these options provides functionality for processing
existing annotations.

The Debora (Digital access to Books of the Renaissance) interface [32] is unfortu-
nately no longer functional online [33]. The original interface did go beyond merely
displaying annotations: it allowed users to 'chain together' paths of annotations,
and then group those in 'virtual chapters' and 'virtual books' [32, p. 6]. They did
so to help users navigate between different content and annotations. This is surely
one of the earliest online examples of an annotation interface giving users addi-
tional power to manipulate existing annotations.

Moijiti [34] is also no longer available online but can be accessed via the Internet
Archive [35]. It allowed users to annotate videos online. Beyond this, it also allowed
users to share their annotated videos by sending a link to the data or embedding
it. This service has arguably been replaced by Google's YouTube Video Annotations
[36], which provides the same kind of functionality today. Users can make and
view annotations in video content, but YouTube provides no annotation-specific
functionality beyond this.
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Vannotea [37] is annotation software for audiovisual content, built upon Annotea.
It provides users with basic search and filter functionality of existing annotations.
Users can filter annotations based on their associated metadata (e.g. author or
date), and also perform a basic search for keywords in one or more metadata fields
[38]. Additionally, Vannotea provides a timeline that corresponds to the length of
the audiovisual material, and Annotea annotations are surfaced (as icons) on this,
allowing for easy visual browsing.

Like Annotator, the Mozilla Firefox plugin WebAnnotator [39] [40] allows for easy
annotating of the web. However, the only extra functionality it provides beyond
making annotations is the option to save and export them.

The current version of Yawas [41] allows users to highlight content in a webpage,
which is then stored as Google Bookmarks [42]. Users can add tags to saved book-
marks and can search for them as they can for any saved Google bookmark. The
original version of Yawas [43] also allowed users to search for existing annotations
and to import and export them.

One noteworthy project that will enter (and possibly dominate) the online annota-
tion space soon is Hypothes.is [44]. The beta version of the Hypothesis annotation
system looks very promising, and in the near future this software may well present
a solution to the problems involved with annotating the Web. However it is not
yet clear whether it will offer back-end processing functionality, or merely a very
elegant solution to creating and viewing annotations online.

Whilst there are many interfaces that enable users to make and manage anno-
tations, it is evident that only a handful provide extended functionality beyond
simply making, viewing and deleting annotations. Pieces of the web annotation
problem have been solved in different projects, but there is not one system that
presents a comprehensive solution. For example, the interface to make, view and
edit annotation-like comments in Google Drive is hugely successful, but it is not
coupled with comment filtering functionality. A.nnotate provides better filtering
and sorting capabilities than most, but it is limited to PDF documents and can not
handle HTML documents. No relevant framework was found to address the post-
processing of annotations, or any significant research into how databases of stored
annotations can and should be accessed and manipulated.

It is evident that further research needs to be done into emerging (and increasingly
complex) workflows involving existing annotations. It is probable that Siyavula's
"annotation processing" workflow involves new use cases for annotations, and that



Chapter 3. Related Research 13

there are others like it that are undocumented. A research opportunity plainly ex-
ists around new functionality and designs specifically tailored for annotation man-
agement.

It is also possible that Siyavula is generally pioneering new methods in the bigger
process of collaboratively authoring, editing and reviewing textbook content. These
uncommon (in the publishing realm) practices likely involve applying and develop-
ing technology in a completely new domain, which could explain the lack of consol-
idated research or exploration in this field.

Itis time to begin thinking (and developing) beyond how annotations are made, and
to start exploring what can be done with annotations that already exist, and how
they can become innovative tools for authors and editors and publishers alike.



Chapter 4

Methodology

4.1 Introduction

In order to design a prototype interface that would meet users' needs and solve the
problem of being able to interact with and manipulate sets of annotations, a user-
centred design process was undertaken. This included establishing user require-
ments; analysing those requirements to understand job roles and to build a con-
ceptual model of the system; and researching design principles and guidelines to
inform the development process. Participatory design sessions were held in order
to create a paper prototype of the interface. This was converted into a high-fidelity
prototype, which was formatively evaluated via usability tests. Improvements were
made to the interface based on this evaluation, and then summative evaluation
took place to determine whether or not the finished product met the original re-
quirements and could be deemed a success.

4.2 User-centered design

User-centered design (UCD) is a design philosophy and framework that aims to in-
clude end-users in as many stages of the design process as possible [45]. The pur-
pose of this inclusion is to use real user tasks and goals to drive development in
order to design systems that are relevant to users and that adequately address
their needs [46, p. 327].

Gould and Lewis [47] outline three principles which are now standard tenets of the
user-centered approach, namely: early focus on users and tasks, empirical mea-
surement and iterative design [46, p. 327].

14



Chapter 4. Methodology 15

Team participation (in planning, brainstorming and development) is a core part
of Siyavula's corporate culture, and because the system was being designed for
a niche group of users, a heavily user-centered process was deemed particularly
appropriate in this context.

The UCD framework provides tools and guidelines for design but it is not prescrip-
tive - design and process requirements are dependent on user input. Each design
process is therefore potentially unique and may require a different approach or set
of interventions [46, p. 332]. In this instance, a meta-process was outlined before
research commenced (establish requirements, design a low fidelity prototype, de-
velop this into a high fidelity prototype, iteratively test) but the details of each stage
of were left open-ended. This meant that the process could evolve organically from
user input and could therefore be individually tailored to a specific problem and
group of users. For example, although a focus group wasn't initially considered, it
emerged from the initial requirements gathering phase that it would be a useful
way to resolve conflicting user statements. Similarly the development and evalua-
tion process was flexible and iterative - issues identified during development and
testing had an effect on the final high-fidelity prototype.

Although it is a flexible framework, UCD includes several well-established method-
ologies designed to capture the above-mentioned principles in the development
process. These include establishing and analysing user requirements (e.g. by con-
ducting user interviews, observing existing workflows and holding focus groups),
prototyping (which could take the form of conceptual and/or participatory design)
and iterative evaluation (and improvements to the design), during which users are
asked to test and provide feedback about the ongoing product [46, p. 330 - 331].
The methodologies mentioned here are a subset of tools that proved to be partic-
ularly appropriate and useful for the design process in question.

Questions that needed to be answered before a new interface could be designed
included:

* How do different internal users need to interact with existing annotations?

+ What new functionality do users require?

* How would users want and expect the interface to look and behave?

In order to answer these questions and to contextualise the problem, the design
process began with establishing user requirements.
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4.3 Establishing requirements

4.3.1 Stakeholder identification

The stakeholders were divided into three broad categories of job role: "Develop-
ment", "Production” and "Sales". These three categories corresponded to three
different internal teams of employees, but were also generally correlated to com-
puter experience levels. Whilst all employees were fully computer literate, those in
the "Development"” category were the most advanced users (professional program-
mers and command line experts). "Production team" users had above-average (for
the team) computer skills (basic programming, familiarity with markup languages
like XML and LaTeX) and "Sales" users had average computer skills, being fully pro-
ficient with computers and the Internet, but unfamiliar with command line opera-
tions and programming or markup languages.

4.3.2 Stakeholder interviews

Traditional contextual interviews (including observations) were dismissed as a vi-
able option because the annotation software was still being developed and there
was no existing workflow to observe [48, p. 38]. Alternative annotation systems
used by employees (such as a.nnotate.com) were markedly different to the system
being developed (they also had no back-end mechanism by which users could pro-
cess annotations) so there was no analogous, precedent workflow that could be
used in a contextual interview.

Instead, stakeholder identification and one-on-one stakeholder interviews were held
in order to identify user requirements. Because of the small group of users in-

volved, interviews were a practical means of getting individual feedback from ev-

ery possible user of the system. A fairly open-ended interview process allowed for

individual discussion and discovery about the varied ways in which different team

members would interact with the system.

4.3.3 Focus group

Once the interviews were complete, an informal focus group was held with all users
to clarify points raised in the interviews and finalise the user requirements identi-
fied in the requirements analysis process [46, p. 365].
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The focus group enabled users to exchange and clarify ideas and issues arising from
the interviews and also collectively reach consensus on their requirements. As well
as being a mechanism to obtain detailed user input, interviews and brainstorming
allowed users to feel that they were participating actively in the design process, to
voice any concerns and express their wishes for the future annotation system [46,
p. 365].

4.3.4 User requirements analysis

During stakeholder interviews and in the focus group, individuals were asked the
general question "Why annotate?". Several answers emerged, including:

+ To improve existing products (post-publication)
* To collaboratively build new products (pre-publication)

* To involve community at all stages of product development

Stakeholders agreed that annotations must have a type, an associated priority (by
date - e.g. old errata are most important) and status (e.g. new, open or resolved).
Discussion and replies on a resolved or processed annotation should not be possi-
ble - either these annotations must be hidden, or locked down.

Annotations should be assignable to team members (e.g. certain chapters could be
pre-assigned to certain team members) and re-assignable (e.g. for specific ques-
tions, or to get a second team member to double check a processed annotation
before it is marked as resolved).

Stakeholders agreed that annotations should be sortable (by date, type, location,
status, priority, user) and browsable (by subject, book, chapter etc.) and that it
should be possible to build a query based on the latter categories.

Some stakeholders suggested that push notifications via email would be useful.
Internally, these could notify team members if there was a new annotation in one of
their pre-assigned chapters, for example. Externally these could notify an external
user if there was a reply to their annotation - e.g. requesting clarification; or to
notify them that it had been resolved.

In terms of viewing existing annotations, stakeholders said that they would like to
be able to view all information associated with an annotation, including location in
book, highlighted text, username and user comment. They also agreed it would be
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useful to view an annotation in the context of the webbook in which it was made (to
see the highlighted text); to be able to move easily from one annotation to the next;
and to be able to easily view all annotations made in a given section of a webbook.

4.3.5 Use cases

The three job role categories mentioned above also generally correlate to three
different types of use case, which emerged from the stakeholder interviews. "De-
velopment" users are seldom involved in the "processing" of annotations. They
tend to work with the actual development and maintenance of the annotator soft-
ware. "Production" users are typically involved in the bulk of annotation processing.
They would be the most frequent and intense users of the new system, needing to
do batch processing (viewing, searching, filtering etc.) per subject or per chapter.
"Sales" users are less intensive users who typically need to locate a particular anno-
tation made by a specific volunteer, in order to provide feedback to that volunteer
on the status of an annotation (e.g. "has an error been fixed or a suggestion imple-
mented?"). These use cases overlap in a complementary manner. "Sales" require-
ments are a subset of "Production" requirements, and "Developer" users could slot
into either of these use cases if and when the need arises.

4.4 Conceptual model

From the the stakeholder interviews and focus group a conceptual model of the in-
terface emerged. Johnson and Henderson [49, p. 27] describe a conceptual model
as a "high-level description of how a system is organised or operates". Conceptual
models provide metaphors and analogies that convey understanding about what
a system is for and how to use it. They also include the concepts that users will
encounter when using the system, the relationships between said concepts, and
information about the mappings between the concepts and the task domain the
system is supposed to support [46, p. 40-41]. The benefits of constructing a con-
ceptual model before design begins include a simpler, more coherent end-product,
and a better match between user expectations and design intentions [49, p. 26].
Conceptual models can also be used to guide and inform the design process, keep-
ing it as close to the original task requirements and user domain space as possible
[46, p. 40].

Using Johnson and Henderson's task-based conceptual model [49, p. 30], it was
possible to view each annotation as an object with attributes. Attributes for each
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would include subject, grade, chapter number, highlighted text, username, user
comment and atimestamp. Tasks would include grouping objects by attributes (e.g.
annotations can be grouped per grade or subject) and combinations thereof. Other
tasks or actions to be performed on annotation objects would include filtering by
attribute, sorting by attribute and searching by username.

In terms of metaphors and real-world analogies, searching for a particular item
via a process of refinement occurs in many places in reality and on the Internet.
The binary search (and example of a 'divide and conquer' algorithm) [50, p. 48]
performed to locate a word in a hard copy dictionary or telephone directory is a
good analogue example of this. Online, all users are familiar with searching via
refinement from Gmail (e.g. filter by label, or search inbox for a particular sender),
GitHub (e.g. filter issues by label), Google, Flickr and Wikipedia, to name but a few.
Users with programming skills were also familiar with the design of various kinds
of sorting algorithms.

Several annotation attributes (by which annotations could also be categorised) map
directly to print book schema: subject, grade and chapter are a common hierarchy
used in high school textbook publishing. Annotations themselves could be viewed
as being Post-it notes, stuck into a particular book, about a particular section or
page of text. Those Post-it notes could then be categorised, depending on where
and when they were made - much like a paper library indexing system.

4.5 Design guidelines

In addition to the conceptual model, standard design principles, guidelines and
rules were also used to inform the design process, as well as standard interface de-
sign and behavioural patterns. Design principles represent a mixture of theoretical
knowledge, practical experience and common sense [46, p. 26]. Although design
principles are usually fairly high-level and abstract they provide well-established
suggestions for designers about best practices to follow and include in their work.

The principles and rules used to guide the current design process are documented
in depth in the literature; however a brief summary is provided below. These prin-
ciples were used in this research to guide all design and development in a reflective
manner. When migrating from the paper-prototype to high-fidelity prototype it was
helpful to interrogate whether or not each new interface element being developed
still conformed to best practices. During usability testing, if users gave conflicting
feedback, design guidelines were also used to fine a best possible solution. For
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example, if catering to one user's expectations would mean overriding functional-
ity that another user particularly approved of, then the opinion that best fit good
design principles was favoured.

Rogers, Sharp and Preece [46, p. 26-29] suggest five design principles to follow,
namely:
« visibility: the more visible functionality is, the more likely it is that users will

know what to do next.

+ feedback: giving users feedback about what they have done or what has hap-
pened allows them to continue with the activity.

+ constraints: restricting the kinds of interaction that can take place at any
point in time.

+ consistency: design interfaces to have similar operations and use similar el-
ements for achieving similar tasks.

+ affordance: give objects attributes in such a way that users will know how to
use the object.

Similarly Dix and Finlay [51, p. 260] outline:

+ learnability: the ease with which new users can start interacting with a sys-
tem and know how to use it (including predictability, synthesizability, familiar-
ity, generalisability and consistency).

+ flexibility: how many ways in which a user and a system can effectively ex-
change information (including dialog initiative, multi-threading, task migrati-
bility, substitutivity and customizability).

* robustness: the level of support provided to the user in order for them to
successfully assess and achieve goals (including observability, recoverability,
responsiveness and task conformance).

No design work can be undertaken without acknowledgement of Ben Shneider-
man's Eight Golden Rules of Interface Design [52]:

1. Strive for consistency.

2. Cater to universal usability.
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3. Offer informative feedback.

4. Design dialogs to yield closure.
5. Prevent errors.

6. Permit easy reversal of actions.
7. Support internal locus of control.

8. Reduce short-term memory load.

Similarly, Nielsen and Molich's 70 Usability Heuristics for User Interface Design [53, p.
249] were included in the process (see Table 4.1).

4.6 Participatory design

Once the requirements gathering and analysis process was complete and a con-
ceptual framework and design guidelines were in place, participatory prototyping
sessions could be undertaken, to integrate as much user input as early on in the
design process as possible.

The participatory design model provides a framework in which designers and users
(and any other stakeholders) can collaborate during the design process. It allows
for ongoing user input and the inclusion of user expertise and knowledge. Proto-
typing is a participatory design method by which designers and users can research,
explore and iteratively design together [54].

Paper prototyping was chosen because it allowed for creative user involvement
and an opportunity to build on the research obtained through the stakeholder in-
terviews. Prototyping (and the dialogue that it involved) gave participants the op-
portunity to refine their initial ideas and to move from hypothetical discussion and
conceptual design about their future use of the system to concrete functionality
and paper mockups. It was also selected because it allows for easy visualisation
and exploration of new interface features, using tools (papers and coloured pens)
that all participants are familiar with [55, p. 380].

Ongoing user input was deemed particularly valuable given that there existed no
precedent for the back-end interface in question, and that future users had rather
specialised user requirements for the interface. Additionally, all stakeholders (even
those in the "Sales" category) were computer literate and familiar with a variety
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of web-based software, and therefore able to offer informed opinions about their
work processes and needs.

Two 1.5 hour paper prototyping sessions were held with a representative sample of
team members, who had different job roles and work experience, and could there-
fore bring a variety of input and opinions to the design. The first session focused
only on how users would expect to be able to interact with, search or filter anno-
tations (not on how those annotations or search results would be displayed). The
second session focused on the displaying of annotations once a user had imple-
mented a search or set of filters.

The aim of these sessions was to produce a paper prototype of the interface design
that included new functionality for filtering, sorting and searching for annotations,
and an interface for displaying filtered results.

Once a paper-prototype existed, this could then be developed into a high-fidelity
prototype which could be iteratively evaluated as discussed in the following section.

4.7 Evaluation

According to Rogers, Sharpe and Preece [46, p. 433] evaluation is a fundamental
component of the design process. It allows designers to collect information about
what users experience when interacting with a prototype. Evaluation focuses both
on the usability and user experience of a prototype, and its purpose is to improve
a prototype design.

4.7.1 Usability testing

One form of evaluation is usability testing. Usability tests involve collecting data
using a variety of methods including observations, interviews and questionnaires.
Rogers et al. [46, p. 438] state that the fundamental goal of usability tests "is to de-
termine whether an interface is usable by the intended user population to carry out
the tasks for which it as designed. This involves investigating how typical users per-
form on typical tasks." Similarly, Shneiderman and Plaisant [52, p. 144] state that
"usability tests are designed to find flaws in user interfaces". According to Beyer
et al. [48, p. 373] they "tune an interface at the tail end of design, to clean up
any rough edges or unnecessary difficulty in understanding or interacting with the
interface."
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While usability tests can be performed in controlled laboratory settings (e.g. if the
performance of a prototype needs to be measured), it is also possible to perform
them in more casual settings familiar to the user [46, p. 438]. This latter option was
selected because the testing related to functionality and behaviour (not comput-
ing performance) and because of the simple practicalities involved in testing with
users in their own workplace. Physical and system variables were kept consistent
wherever possible and all tests used the same equipment and software.

To evaluate the high-fidelity prototype interface in question, two rounds of usability
tests were undertaken. The first set of tests was intended as formative evaluation,
i.e. they were performed during the design process to ensure that the design was
still conforming to user expectations and requirements [46, p. 437] and design
guidelines. The results from these tests were then analysed and used to improve
the design of the prototype. A second round of summative usability testing was
then undertaken, to assess the interface as a finished product.

The usability tests were designed to include interview-style questions about what
users thought aspects of the interface represented, and how they expected them
to behave (without interacting with them). Additionally users were asked to per-
form a number of simple tasks, carefully selected and designed to evaluate various
behavioural aspects of the interface. For the summative set of tests, users were
also asked to complete a satisfaction questionnaire.

Both sets of usability tests are discussed in detail in Chapter 7 however to sum-
marise the process briefly: five new users were chosen for each set of tests and
under the same conditions (in the boardroom at their office) users were asked the
pre-determined questions and to complete the list of tasks. Users were tested in
two groups of five because there were ten new users available from the team, who
had not seen the interface before.

Testing with these ten users (chosen to be a representative sample of the three user
groups identified who would use the final interface [46, p. 461]) as well as designing
with the original four users meant that the entire group of users available to this
process would have participated by the time summative evaluation was complete.
Small sample sizes are common in usability testing, and it is well documented that a
high number of usability issues can be determined from tests with just a few users
[55, p. 119].

Each session was recorded using screencast software [56] that recorded the active
desktop and the conversation. Additionally the evaluator took notes detailing user
comments and actions.
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The data collected from each session was analysed for misconceptions, misunder-
standings and misclicks. The aim of the analysis was to identify any interface ele-
ments or behaviours that confused users, or behaved differently to their expecta-
tions, and to "identify user interaction components or features that both support
and detract from user task performance" [57].

The results of the formative usability tests were summarised and used to inform
design changes and improvements to the interface, to bring it more closely in line
with user expectation and requirements. These improvements were then tested
again. Results from the summative usability tests were used to establish whether
or not the final interface adequately met user requirements and provided users
with the new functionality they needed.

4.7.2 QUIS questionnaire

Users who participated in the summative usability tests were also asked to fill out
several sections of the "Questionnaire for User Interaction Satisfaction" version 7
(QUIS7), to assess their satisfaction levels with the prototype interface [58]. QUIS
is a usability tool, the reliability and validity of which is well documented [59]. The
questionnaire includes a demographic section, an overall measure of satisfaction,
and measures of user satisfaction in four specific interface aspects including screen
factors, terminology and system feedback, learning factors, and system capabilities
[60].

User responses to the questionnaire were analysed qualitatively to determine over-
all user satisfaction with the interface.

4.7.3 Heuristic evaluation

To conclude the summative evaluation, a heuristic evaluation of the interface was
performed once usability testing was complete.

Heuristic evaluation is a usability inspection method used to evaluate user inter-
faces against a standardised set of usability principles called heuristics [46, p. 506].
These principles were developed by Jakob Nielsen and colleagues [61] and have
been refined and reduced into a set of ten guidelines as listed below.

A heuristic evaluation is performed by assessing how an interface conforms to and
complies with such guidelines or heuristics. While it has been shown that increasing
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the number evaluators also increases the number of problems identified (Nielsen
suggests that a minimum of three evaluators is ideal) there is arguably still merit
in such an evaluation being performed by one individual [62]. The outcome of a
heuristic evaluation should be a list of usability problems with the interface, with
details about how they violated the guiding principles in the opinion of the evaluator
[62].

The latest list of usability heuristics defined by Jakob Nielsen and colleagues [63] is
listed in the following table.

1. | Visibility of system status The system should always keep users in-
formed about what is going on, through ap-
propriate feedback within reasonable time.

2. | Match between system and | The system should speak the users' language,
the real world with words, phrases and concepts familiar to
the user, rather than system-oriented terms.
Follow real-world conventions, making infor-
mation appear in a natural and logical order.

3. | User control and freedom Users often choose system functions by mis-
take and will need a clearly marked "emer-
gency exit" to leave the unwanted state with-
out having to go through an extended dia-
logue. Support undo and redo.

4. | Consistency and standards | Users should not have to wonder whether
different words, situations, or actions mean
the same thing. Follow platform conventions.

5. | Error prevention Even better than good error messages is
a careful design which prevents a problem
from occurring in the first place. Either
eliminate error-prone conditions or check for
them and present users with a confirmation
option before they commit to the action.

6. | Recognition rather than re- | Minimize the user's memory load by making
call objects, actions, and options visible. The user
should not have to remember information
from one part of the dialogue to another. In-
structions for use of the system should be vis-
ible or easily retrievable whenever appropri-
ate.
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7. | Flexibility and efficiency of
use

Accelerators -- unseen by the novice user --
may often speed up the interaction for the ex-
pert user such that the system can cater to
both inexperienced and experienced users.
Allow users to tailor frequent actions.

8. | Aesthetic and minimalist de-
sign

Dialogues should not contain information
which is irrelevant or rarely needed. Every
extra unit of information in a dialogue com-
petes with the relevant units of information
and diminishes their relative visibility.

9. | Help users recognize, diag-
nose, and recover from er-
rors

Error messages should be expressed in plain
language (no codes), precisely indicate the
problem, and constructively suggest a solu-
tion.

10.| Help and documentation

Even though it is better if the system can
be used without documentation, it may be
necessary to provide help and documenta-
tion. Any such information should be easy to
search, focused on the user's task, list con-
crete steps to be carried out, and not be too

large.

Table 4.1: Nielsen's 10 usability heuristics

The combination of summative usability tests, a user satisfaction questionnaire

and a heuristic evaluation allowed for a thorough assessment of the success of

the interface in meeting users requirements and therefore the success of the inter-

face in solving the larger annotation-processing problem that Siyavula faced. These

complementary evaluation methods not only captured great detail about user be-

haviour and expectations (e.g. in the usability tests) but also included higher-level

feedback and analysis from the questionnaire and the heuristic evaluation.
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The Participatory Design Process

Four participants (from different job roles and with varying experience) were se-
lected for the prototyping sessions. Two participants had seen the existing anno-
tator back-end (the basic table) before. These same two participants were familiar
with the process of making and processing annotations. The other two participants
knew in theory how that process worked, but had never taken partin it.

This group of participants was selected to be as representative a sample as pos-
sible, from the team's (very small) population of members, in order to obtain as
varied and balanced input as possible. Participants were representative of differ-
ing job roles, computer literacy levels and in-house experience, particularly in terms
of previous experience with the annotation process. Several other team members
were earmarked early on as being a similarly representative sample who could take
part in usability testing further into the design process.

Consent was given by all participants for the filming of the two sessions. Partici-
pants were provided with large pieces of plain paper, coloured pens, highlighters
and coloured paper, with which to sketch out their ideas.

It was made clear to the participants that the interface in question would involve the
back-end processing of annotations only, and would only be used by internal team
members, once annotations have already been made and stored in the database.
At this point the only web-enabled device considered was a browser running on a
desktop or laptop computer as it is highly unlikely that team members would need
to process annotations on a mobile device, for example. It was assumed that all
external users (those who make the annotations and those in-house users who
process them) would have to be logged in, due to existing functionality on the book
websites.

27



Chapter 5. The Design Process 28

The first session focused only on how participants would expect to be able to build
queries by searching or filtering annotations (not on how those annotations or
search results would be displayed). In other words, "what do you expect to see when
you log in and what kind of query functionality do you want?"

The second session focused on the displaying of annotations (or query results) once
a user had implemented a search or set of filters, i.e. "how do you sort and re-
fine results?". Discussion and ideas about this latter concept refined the ideas that
emerged in the first session. As a result, part of the second session also involved
consolidating and finalising ideas for the final paper prototype.

5.1 Session 1

5.1.1 Filter parameters

In the first session, participants initially listed all possible parameters by which they
may need to search or filter annotations. Suggestions included:

* subject

+ grade

+ alignment [curriculum (CAPS/NCS)]

» user (who made the annotation)

* chapter

*+ category (errata/comment/suggestion)

+ keywords (in user comments and in highlighted text)

+ date (before a date/after a date/chronologically)

* resolved (fixed/not - status)
These filters were divided into two groups by participants: high-level (subject, grade,

alignment and chapter), and low-level. The high-level filters are those that partici-
pants believed would be most frequently used.

Participants agreed upon two possible workflows for processing annotations: one
would be to go through annotations chronologically, in the order in which they were
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made (e.g. "today I'm going to look at annotations, from most recently made to oldest").
Another would be to process annotations made in a particular book and/or chapter
(e.g. "today I'm going to look at all the annotations in Grade 10 Maths, Chapter 1").

5.1.2 Firstinterface

Initially, a basic drop-down menu structure was suggested:

Grade/curriculum drop down

Text search box

Subject dropdown

Checkboxes for categories

Figure 5.1: Participants' initial drop-down interface idea

Participants suggested drop-down lists for high-level fields (subject, grade, curricu-
lum) with a text search box. A checkbox list for the type of annotation (suggestion,
errata, comment) was also suggested.

It was agreed that there would be value in starting with a broad overview of anno-
tations and then refining the list of annotations based on filtering. This lead to the
suggestion (from a "Development" user) that all annotations should be loaded into
the browser as a default view (on first load).

5.1.3 Second interface

The second interface proposed by participants included a default view of all an-
notations (and any replies to them) listed in a table, in sortable columns including
"date", "comment", "location" (URL) and so on. Users would then be able to refine
their query using a combination of filters or facets on the left-hand side of the page.
These filters would include subject, grade and category of annotation. Each set of
filters would initially be visible but easily collapsible, so as not to take up too much



Chapter 5. The Design Process 30

screen real estate. Parameters within a filter would be selectable by checkbox lists
(one or many could be selected simultaneously). Each set of filters would also have
a "select all/none" checkbox, to avoid multiple clicking within a set of filters.

Live display of filter
Annotation categories Checkboxes Sortable columns  resultsin a table

Available subjects

Available grades

Collapsible button for
each section of filters

Text input boxes to
search for keywords in
user comment or
highlighted text

Button to save
current filter

Figure 5.2: Participants' second interface idea with filter/search options on the left
and results on the right.

The inclusion of a text search box was suggested, to search for keywords in the
user comment part of the annotation, or in the text being annotated. Whilst two
text searches were initially suggested, participants later narrowed this down to one,
that could search for text in either part of the annotation metadata. Being able to
search by username (based on a pre-populated list) in this search box was also
mentioned as being desirable functionality.

5.1.4 Behaviour

In terms of behaviour, the default view would include all annotations, and the list
would be refined as participants clicked on different checkboxes and narrowed
their results (e.g. if no specific grade was selected, annotations in all grades would
be displayed). In the left-hand menu, the high-level filters (e.g. subject and grade)



Chapter 5. The Design Process 31

would initially be expanded, whilst the other lower-level sets of filters would be col-
lapsed. It was suggested that the default view included greyed-out, selected check-
boxes to indicate that all options were automatically selected. Clicking on one box
would then select that box, and deselect the others.

As filtering options were selected, the list of annotations displayed in the table of
results (by date, with the most recent first) would then refresh in real time so that
participants would have a continuous feedback loop between their filter selection
and the search results. This would enable them to quickly refine their search based
on the immediate displaying on results.

The live updating of results would eliminate the need for a "Search" or "Submit"
button. However, it was agreed that if the database were to get very large (admit-
tedly an unlikely scenario for the company at present, given that each annotation
is just a few bytes of text data) it would be more efficient to have a static search
with a "Submit" button which then returned results, otherwise the website would
get very slow.

It was agreed that it would be useful to be able to select how many results will be
displayed per page (e.g. Wikipedia's "Next | 20 | 50 | 100" [64]) to prevent unlimited
scrolling through results. "Previous | Next" breadcrumbs would also be useful for
navigation between pages of tabulated results.

5.1.5 Saving filters and a user's last view

Participants initially agreed that it would be useful to have an option to save specific
queries, which could be loaded from a drop-down list. The saving of a specific com-
bination of filters should include the option to give that query a name. The drop-
down list of saved queries should include the query's name, the date on which it
was saved, and the option to delete it.

If a saved query was selected, the associated checkboxes in the filter menu should
automatically be populated. Users would then be able to select or deselect items
to further refine their results.

It was agreed that the browser should remember a user's last selection of filters.
Whether a user logged out and in again, or simply moved to another page and hit
the "Back" button in their browser, they should immediately view the last list of
results (and associated filters/selections).
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Participants suggested a "Reset" or "Clear all" button to return to a default overview
of all annotations.

5.1.6 Issue tracking

Participants initially decided that it would be useful to have some mechanism by
which annotations could be marked as "new" or "resolved", and be assigned to
different team members for processing. This lead to a lengthy conversation about
how the interface could possibly function as a skin for issue tracking software like
GitHub or BitBucket. It was agreed that it would be useful to be able to set the status
of an annotation, and to view said status in the results table. Resolved annotations
should be listed last, or one should be able to easily exclude them from results,
although they should not be deleted from the database.

5.2 Session 2

The second session focused on how participants would want their filtered results
displayed, and how they would like to be able to sort those results. Many ideas were
discussed and some ideas from the first session were refined, based on decisions
and opinions about the table of displayed results.

Following on from the issue tracking discussion in the first session, participants fo-
cused on being able to assign an annotation a "status" and a "person responsible".
These fields were initially included in the table of displayed results. A tabbed table
view was suggested, with "unassigned" issues as one tab, "busy-being-dealt-with"
issues as a second tab and "resolved" issues as a third tab (much like the GitHub
web interface).

At some point in the second session however, one of the participants who is also a
software developer pointed out that the group was no longer thinking about anno-
tations - instead they were thinking about issues (in the bug tracking sense of the
word). Issue tracking was then discarded by the participants as being too complex
because it would mean a rework of the entire system, to design an interface be-
tween the annotator software and an issue tracker like RoundUp or GitHub. They
then narrowed the paper prototype down to a more simple design, excluding the
tabbed view and table columns that would indicate issue status and the responsible
user. This was the only example of a significant discrepancy between participant
opinions.
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5.2.1 Displaying results

After further discussion, participants agreed that results should be displayed in a
table with the following sortable columns:
Category | Info (URL, comment, highlighted text preview) | Number of replies | Date.

The default sort would be by date, with the most recent annotations listed first.
The category column would include a visual representation of the type of annota-
tion (comment, suggestion, errata), using coloured symbols to indicate type. This
column would have a repetitive, circular sort, so one click would push one type of
annotation to the top of the table, a second click would push the next type to the
top and so on.

The "Info" column would be sortable by URL (which means that annotations would
essentially be sortable by section in the book, given the nature of the URLs). This
column would display (vertically) a preview of the URL, the user comment made in
the annotation and the text that the user highlighted. The URL would be hyper-
linked to the original page on which the annotation was made.

It was decided that "number of replies" was a useful category because an annota-
tion with many replies is likely to need more urgent attention and processing than
an annotation with no replies (e.g. if many users agree upon an erratum).

5.2.2 Detailed results

Participants discussed how the system should behave when a user clicks on a spe-
cific result listing or row. It was agreed that clicking on a table row should open
a detailed view of that annotation that included all of the information about that
annotation, the full URL, comment and highlighted text. This detailed view would
open in the same window or frame. It would feature a back button, to return to
the search results. Clicking on the URL would take the user to the original page in
which the annotation was made for a contextualised view.

5.2.3 Refined filters

Based on the results columns, the left-hand menu was then refined to contain only
the following filters:

* subject
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grade/alignment

* chapter

category (Type of annotation)

* username search box

It was agreed that a top-down filter selection would need to be done. For example,
the grades available depend on the subject selected, and similarly, the number of
chapters available depend on the subject and grade selection. Participants decided
that the dependent filters should populate automatically as the selection is refined.
So once a user selects a particular subject, the list of available grades changes au-
tomatically to correspond with what books are available.

Participants decided to eliminate the keyword text search box from the first session
(they believed it would not be that useful), and instead have a username search box,
that worked like an auto-complete search (so that internal users would not have to
remember external usernames or worry about misspelling them).

The option to save filters was discarded based on the new, simplified list of left-
hand menu filters. Participants agreed that as long as their previous set of filters
was saved (using cookies) when they returned to the site, that should be sufficient
because the list of possible filters was now much shorter.

5.3 Consolidated prototype

At the end of the second session, participants consolidated their ideas into the final
paper prototype depicted in Figure 5.3.

5.3.1 Description of interface

The interface would be divided into two main segments: a list of filters on the left-
hand side of the page with a table of results taking up the rest of the page. At first
login, the user would see the following filter options (see Figure 5.3):

1. subject

2. grade/alighment
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Figure 5.3: The final paper prototype.

3. chapter
4. type (of annotation - errata, suggestions etc.)
5. username search box

6. reset button (to return to default filter state)

Everything would be expanded, and everything would be selected (so all annota-
tions would be displayed initially). The fact that everything is automatically selected
would be indicated by greyed-out, ticked, checkboxes. Each set of filters would be
collapsible, and each would have a "select all/none" button. Clicking on one filter
option (e.g. Subject = "Maths") would automatically deselect the other options.

Lower-level filter options would automatically change based on higher level selec-
tions. (E.g. currently there only exists a Maths Literacy book for Grade 10, so if a
user selects "Maths Literacy" as the subject filter, they should only see "Gr 10 CAPS"
as an option under the grade filter).

The basic behaviour is that the user would initially see all the available annotations,
and that "the more they click, the less they would see". So selecting filter options
would refine the results displayed (live) in the table on the right.
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Subject
filter

Grade
filter

Chapter
filter

Type
filter

Username
filter

Figure 5.4: Filter boxes in the final paper prototype.

As mentioned above, the username search box would function like an auto-complete
search, querying the database of known usernames as a user starts typing. A "Re-
set" or "Clear" button (Label 6 in Figure 5.3) would be placed at the bottom of the
left-hand options to return the displayed results to the default view.

The table of displayed results would have the following sortable columns (see Fig-
ure 5.5):
| Type | Info (URL, comment & highlighted text previews) | Number of replies | Date |

The default sort would be by date, with the most recent annotations listed first.
The URL would hyperlink to the actual annotation in the book and the "Info" col-
umn would be sortable by URL (which corresponds to books and their chapters
and sections). Breadcrumbs like | Previous | Next | 20 | 50 | 100 | would occur at the
bottom of the table of results.

The type of annotation would be indicated in the leftmost column by a small coloured
icon. This column would sort in a rotational manner.
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Type Annotation info Number of replies Date
column column column column

Figure 5.5: Table heading columns in the final paper prototype.

Clicking on a particular annotation would open a detailed view of said annotation
in a window (or frame) in the same page (see Figure 5.6). Right-clicking a particular
annotation would allow the user to open it in a new tab. This detailed view would
contain all the available information about the annotation (full URL, comment, high-
lighted text, username, date, replies), and the hyperlinked URL to take one quickly
to the original annotation in the context of a book.

Clicking "Back" from the detailed view would take users back to their previous set of
filters and results. Likewise, if a user logged out and in again, or navigated back to
the back-end interface from another page, they would see their last search results.

5.4 Discussion

Overall, the participatory design process was constructive and informative. It was
extremely valuable to get participants' input and having them work in a group to-
gether meant that they could discuss and refine ideas with each other and reach a
unified design concept which satisfied everyone.

Drawing several iterative sketches of the interface enabled participants to explore
and experiment with different possibilities together. These sketches also seemed
to help participants visualise concepts and explain ideas to each other. Whilst some
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Figure 5.6: Detailed view overlay in the final paper prototype.

participants were more comfortable talking than drawing, the group collectively
struck a balance between thinking out loud and visualising their ideas on paper for
others to see.

Many ideas were brainstormed and then included or discarded as the participants'
design evolved. These included different filter options (e.g. the keyword search,
which was discarded later on), layout options (e.g. participants experimented with
a tabbed table, and with drop-down filters before they decided on the left column
layout), table heading options and assorted interface behaviours (e.g initially partic-
ipants suggested collapsible filter sections, but later discarded this idea once they'd
narrowed down the list of filter options and determined that they could probably
all fit in the same view even if they were expanded).

Because participants were used to brainstorming processes in the workplace, they
were generally open to each other's suggestions and criticisms and there was little
discrepancy between participants ideas and suggestions, with the exception of the
issue tracking question.

Having two separate sessions spaced one week apart also gave participants an op-
portunity to mull over ideas that had been discussed before the second session.
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Sometimes the brainstorming became very creative and extended beyond the scope
of the interface in question. In these instances it was challenging to try and keep
participants focused on the task at hand, without dampening their enthusiasm.

While the paper prototype seemed like a viable design solution that would thor-
oughly address user requirements, ultimately any proposed functionality that re-
quired issue tracking integration (e.g. GitHub) or server-side processing had to be
excluded. This was in order to limit the scope of the project slightly and focus on
the interface functionality itself, instead of the design of a database system that
would have to include user authentication, server integration and so on.



Chapter 6
Building a High-fidelity Prototype

Once the paper prototype was complete, it was converted into a Balsamiq [65]
mockup (see Figure 6.1), to be as tidy and legible as possible, as well as digitally
portable. This allowed for easy sharing and backing up (e.g. it could be saved to
Dropbox and viewed anywhere, on any device) because it was a small PDF file and
not an A2 roll of paper. It also provided a more legible version of the paper proto-
type that didn't include scratched out notes or other visual ambiguities that could
confuse the development process.

This mockup was then converted into a functional, high-fidelity prototype website
using HTML, CSS and XML, as is detailed below. Scripted functionality was built
using JavaScript and the jQuery library in particular.

The site was hosted using GitHub Pages [66] at http://nicoladt.github.io/MIT-Thesis/
which offers simple, free hosting, and seamless integration with GitHub version
control software. Assistance was given by Ewald Zietsman with the JavaScript and
jQuery coding.

Development of the high-fidelity prototype involved an iterative, collaborative pro-
cess (between developer and designer) of coding new functionality and thorough
quality assurance testing. Wherever possible new functionality and behaviour was
mapped as closely as possible to the outcome of the paper prototyping sessions. In
some instances it was necessary for the high-fidelity prototype to diverge from the
paper prototype specification. These instances are discussed in this chapter, and
decisions regarding diversions were guided using best technical or design practices.

40


http://nicoladt.github.io/MIT-Thesis/

41

Chapter 6. Building a High-fidelity Prototype

‘9dfy03104d Jaded |euly ayy Jo dnypow biwesieg : 1 9 aun3i4

Z7
00L 0§ 0Z Ob %3N | SnoiAsig
¢ [ siouy 19sey |
eLoz/s0/82 Jadoopjusby Xy 0} Jupisodwy i Syl
ELOZ/50/88 Wisiuueg ssa)joWw ) YUYy Juop [
T T youoeg awouses b
ELOZ/S0/88 Aop s qum saubo | *
salday
£L02/50/92 qogualls BUIPDas JBISD8 10) JALSISANS 1), BY) SHOI o Juswwoe) A
&eg iesn JUSWWoY uonHDjoULY o oleny A
) . [ ] uonsebéng  [A]
2 JAqUINU [puolEs Y} 01 PaUIICWIS S UDD )] 8SNDIS] PINS D JOU 81 + INg ‘Spins w A
3ID £9 pUD Z ‘9jdwoxa Jo4 PINg 0} J0D aM ISQUINU [DUOHRI O 0} PaYNdUlS Sq JOUUDS JSQUINU D Jo JooJ Yi U 3yj J]
o | v = e
Sn|djWXuD §(-Suoissaidxe-0I01gab|0-| )/ SUoISs2Idx=-010IG2B|0-| O/ (| -2p0JB Dz 0o syowbuIg Aiena syl uolysa06n
19 ¥0 104q20|0-L0/Suct 104q9010-1.0/0L-2pR.B/ Y L} .E..._g M uunm 1SILBYD YSIPAMS SJLNanD) A 51 3H . LA o
UBWWOY uolpjouly
b 8 £
xo= UOHDUWIOJU] uohojouly palsabifing sniszJeg qoNo SUOr PajDD 1SIWSYD A A A
wal paiyBiyBiy s A siA v A
e A A A
£102/50/2 0 SNdWXUD | §-53NoS[0W-DIUDBIO- () /59|NUS|0W-3IUDBIo-| 0/ 2| -2p0ib /02 00 20USIos BUIIAJSAS [ 50114 ® w A
qdn
{ Bupoas JaIspa Joj JaU28adns ), SU) SN0W
JUSWWOY UolDIoUUY
"Z JaqUInU jouched 8y} o) palljdills 8g UDS }I 88NDOSG PUNS © JOU 8] + JNg ‘SpIns
8J0 £9 puUD Z ‘Sjdwoxs Jo4 PIns © }I o2 8M Jequinu [ouoipd © o) PayNdWwis 8q JoUUDs JEqUINU © Jo Jool 4} U 8y} JI
3] paIBIYBIH ald whA ol
w A
£L0Z/50/92 £ en|d|WUXUD () -suUcissaidx=-0101geb|D-| §/uoissadxa-0I0igab|o-| /DL -Sp0iB, oz oo sy Wb Ui Aieas/ sdy ®
Panowas 8q JSNW 853y SJ0)piodas 390ds SPUDSNOY] SY) U SSYSDISHID] SJ0 a3 L
JUBWIWOY UolDjouUY
1-$.W 584 \ZbZ \bbZ 1O ssousIog [P2IsAyd A
13 paiybiybiy fovien syow A
EnIdUXuD" — - sonowsyiop [A]
CL0Z/S0/2 0 sn|djWxUT g-so1do-|0oL}SWoa6-G () /501 do-[0DI8Woab-g (/|| -epoib, 07 0o @ouaos bul A aAa) sdy .
=% 180 w A
Ym =op Ag
Jos jnojag = sieq | o se|dey | o UDIIDWIO4U] UolIDIoULY < 2df) I
O __l woo ojnackiglejouuo /iy ) G x 0 ﬂv
S0 Gom v \

N

SJUSWILLIOD

|0 usy) 'suonssbons
lIo uay) ‘oiowe (o
sdnosb os Bunoioy doy ay)
10 DNOID S1 3 |NDJSP oS adA)



Chapter 6. Building a High-fidelity Prototype 42

6.1 The high-fidelity prototype

6.1.1 Technical details

The interface was comprised of two main areas (see Figure 6.2). The column on the
left contained all the filter options, and the table making up the rest of the page
displays the annotations in rows.

Placeholder annotations were made in an XML file. XML was chosen not only be-
cause it is easy to parse but also because XML is a standard format used in most
Siyavula's actual content and website pipelines. Prototype XML annotations there-
fore map well to future reality-based annotation scenarios which the company may
encounter. Each annotation was assigned a type and had a simple data structure
including a timestamp, a URL (pointing to a particular webpage on the live web-
books sites), a username, highlighted text (from the book), and a user comment. In
addition each annotation could have one or more replies. Replies in turn also had
a timestamp, username and user comment:

<annotation type="">
<url></url>
<username></username>
<datetime></datetime>
<highlighted></highlighted>
<comment></comment>
<replies>
<reply>
<username></username>
<comment></comment>
<datetime></datetime>
</reply>
</replies>

</annotation>

For the prototype, annotations were not given unique ID's or primary keys. Whilst
this would be necessary for real annotations (due the the possible complexities of
many users making many annotations simultaneously), for the prototype a combi-
nation of the URL and timestamp was used as a unique identifying characteristic.

Annotations were constructed carefully with evaluation tasks in mind. They were
created so as to represent at least every possible combination of subject and grade.
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Annotations were assigned to the three types (comment, errata, suggestion) and
random usernames were created. Replies (in number from 1 to 3) were added to
some annotations.

The interface was built upon the basic components of the Bootstrap 2.3.2 frame-
work [67]. Bootstrap was selected not only because of its built-in cross-browser
compatibility but also because it comes packaged with clean and simple CSS and a
number of default elements (like buttons) that are easily customisable.

The DataTables jQuery plugin [68] was implemented for easy control over the table
and its functionality and behaviour.

A fixed header for the the table was deemed important, so that users always knew
what each column represented. However, DataTables fixed header functionality
does not work correctly with pagination (a known bug), so a compromise was reached
and vertical scrolling was enabled instead. Pagination breadcrumbs (arguably not
necessary for sets of annotations < 100 entries) beneath the table, were substi-
tuted with the automatically-updated line of text saying "Showing xx number of yy
entries", where xx was the number of rows in the table, and yy the total number of
annotations (see Figure 6.3).

DataTables also contains an unfortunate (and well-documented) CSS bug, in which
the fixed table header <th> cells do not always align correctly with the table data
<td> cells beneath them. However, this is a minor visual issue concerning a few
pixels.

DataTables can only handle an alphabetical sort of columns, which meant that a
three-way (rotational) sort of the "type" column was not possible - i.e. it was not
possible to sort so that "errata" was listed at the top, "e" being between "c" (com-
ment) and "s" (suggestion) in the alphabet. Additionally, it is only possible to per-
form a default sort on one column initially, so a sort based on Date and then Type
was not possible.

Whilst the loss of these possibilities is noteworthy, it was decided to proceed with
the implementation of the DataTables plugin, because the missing functionality
could easily be substituted using other techniques (e.g. it was very easy to filter
all the annotations by "type" to get to the third sorting category of "errata"). For
this reason it was decided that the pros of using the DataTables plugin outweighed
these few cons.

JavaScript and the jQuery library were chosen to do the information processing
required by the interface. jQuery allows for client-side processing. It is simple to
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Highlighted text: VWhen running an experiment or conducting a s
Comment: | don't think this applies to surveys
Username: ivan

Physical Sciences grade 10

URL.: http:/feverythingscience.co.zalgrade-10/02-classification-of-
Highlighted text: All the objects that we see in the world around 1
Comment: Some examples here would be good.

Username: jane

Mathematics grade 10

URL: https://feverythingmaths.co.za/grade-10/02-equations-and-in
Hiahliohted text: The simnlest equation to solve is a linear eauat
Showing 1 to 52 of 52 entries

Figure 6.3: Text beneath the table indicated how many rows (annotations) are sur-
faced

implement, and runs as a light-weight instance in any browser [69] [70]. Practically,
client-side data processing (as opposed to HTTP calls to a server) allows for rapid
updates to a webpage, and therefore to the interface itself.

GitHub Pages was selected as the simplest hosting solution for the prototype, be-
cause it is secure and reliable, and most-importantly integrates seamlessly with
GitHub version control software. However GitHub Pages can only serve static HTML
and it cannot handle server calls. Again, the pros of using GitHub Pages outweighed
the single loss of functionality it presented, which was the inability to use cookies
to store user session information.

In terms of scripting behaviour, the script written parses the list of XML annotations
and builds then builds the filters on the left of the interface based on what it finds
in the XML. Each URL from everythingmaths.co.za and everythingscience.co.za con-
tains information about the subject, grade, chapter and section applicable to that
annotation. This information is parsed from the URL and presented in a human-
readable text format, both as filters on the left-hand side, and as inline text for each
annotation.

6.1.2 Behaviour

Once the filters have been constructed from the XML, the table is then populated
based on the selection filters on the left of the page. The default is that all the an-
notations are selected and therefore all the annotations are displayed in the table.
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The basic behavioural pattern is that interacting with the left-hand filters automat-
ically changes what is visible in the table. Any changes made to the left-hand selec-
tion cause the table to display only the annotations relevant to the new parameters
selected on the left.

The checkboxes are grouped according to the field [71, p. 439]: i.e. by subject,
grade, chapter number and type.

Initially the 'All' checkboxes were ticked, and the sub-checkboxes were also ticked
but greyed-out, as per the paper prototype. Clicking on a sub-check selected that
particular checkbox, deselected the "All" checkboxes and deselected all other sub-
checkboxes. It also made the sub-checkboxes opaque (see Figure 6.4).

Subject

All

# Mathematical Literacy
Mathematics
Physical Sciences

Grade

o All

Figure 6.4: Single selection of sub-checkbox, compared to selection of "All" check-
box.

Clicking on an checked "All" checkbox deselected the "All", selected all of the sub-
checkboxes in that filter category, and made them opaque (see Figure 6.5). In other
words, the "All" checkbox behaved as an 'all or subset' toggle, not an 'all or nothing'
toggle (which would just result an empty table).

Whilst this deviated from the standard checkbox behaviour (‘all or nothing'), firstly
it is the behaviour participants suggested in the design sessions. Secondly [71, p.
435] this modification allowed for the possibility that a user would want to invert a
selection: i.e. to select most (but not all) of the sub-checkboxes in a category. For
instance, a user might want to select 23 of of 24 chapter checkboxes. Clicking 23
times would be tedious indeed. With the "All" behaviour described above, a user
could simply deselect the "All" checkbox and deselect the chapters they did not
want included in the results.

The username search box was a simple, case-sensitive text search. It did not serve
up an auto-completing drop-down list. Instead, the table updated automatically
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Subject

o All

Grade

All

#| grade 10
#| grade 11
#| grade 12

Chapter

Figure 6.5: Subject, with "All" checked vs. Grade, with "All" unchecked and all sub-
checkboxes activated.

(with each new character typed) as the user began typing into the input box. This
alternative behaviour to that specified in the paper prototype was selected because
it was consistent [51, p. 261] with the behaviour of the table for all other filter
fields, whilst still giving users the immediate feedback they required (in the form
of instantly updated results with every keystroke) when performing a potentially
uncertain search for a username.

The button labelled "Reset" simply reset the page to the default view (see Figure
6.6).

Username search

Reset

Figure 6.6: The username search box and "Reset" button.

The table was sorted by default by descending date (see Figure 6.7). As mentioned
above, it was not sorted with errata at the top of the type column due to DataTables'
strictly alphanumeric sorting capabilities. That being said, an alternative method
for viewing "errata" type annotations at the top of the table was provided by the
type filter on the left so this was deemed an acceptable alternative.

On mouseover of the table rows, the row changed colour (from white to light grey)
and the cursor changed to be a "zoom in" cursor to indicate that action is possible:
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Replies Date v
0 24/07/2013 19:00
] 23/07/2013 21:49

Figure 6.7: "Sortable" vs "sorted: descending" icons in the table header

that the row is clickable and there are more details to be viewed or expanded (see
Figure 6.8).

Physical Sciences grade 10 23 The hydrosphere 0 23/07/2013
URL: http:/feverythingscience.co.za/grade-10/23-the-hydrosphere/23-the-hydrosphere-01.cnxmiplus 21:49
Highlighted text: As far as we know, the Earth we live on is the only planet that is able to support life.
Comment: This is Physical Sciences Grade 10 Chapter 23

Username: devon

Physical Sciences grade 10 22 Mechanical energy 0 22/07/2013
URL: http:/feverythingscience.co.zalgrade-10/22-mechanical-energy/22-mechanical-energy-01.cnxmiplus 19:33
Highlighted text: All objects have energy. The word energy comes from the Greek word energeia Q

Comment: This is Physical Sciences Grade 10 Chapter 22
Username: rael

[ comment ] Physical Sciences grade 10 21 Motion In one dimension 0 21/03/2013
URL: hitp:/feverythingscience.co.zalgrade-10/21-motion-in-one-dimension/2 1-motion-in-one-dimension-01.cnxmiplus 12:08
Highlighted text: This chapter is about how things move along a straight line or, more scientifically, how things move in
one dimension.

Comment: This is Physical Sciences Grade 10 Chapter 21

Username: anthony

Figure 6.8: Grey row colour and zoom icon on hover.

Clicking on a particular annotation brought up the detailed view window as an over-
lay on the table (see Figure 6.9). As well as all of the annotation information visible
in the table, this view also included all replies to an annotation and the reply details.
To close the detailed window, users could click on the [x] in the top right corner of
the window or they can press the [Esc] key.

Because the detailed view was an overlay of the interface and not a separate browser
window, a "Back" button (as in the paper prototype) was not included. Users were
given two standard alternatives to close the overlay instead.
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Subject

vl Al

Grade

@ Al

Chapter
@ Al

Type of annotation

@ Al

Username search

Reset

Type

Mathematics grade 10 11
URL: https://everythingmaths.co.z:
Highlighted text

Geometry (from the Greek geo = earth and melria = measure]

User comment
The formatting here could be improved

Geometry

0.zalgrade-10/11-geometry/11-geometry-01.cnxmi

Iplus

Date
11/07/2013 02:34

Replies
Agreed. Think this should be italics?

12/07/2013 21:13

Yes. Italios would make sense.

15/07/2013 18:11

Figure 6.9: The detailed view overlay.

6.2 How and why the high-fidelity prototype differs from

the paper prototype

As mentioned in Chapter 5, certain functionality that was discussed in the paper

prototyping process was excluded because it required the integration of server-

side processing and issue tracking software, which would significantly extend the

scope of the system. Differences between the paper and high-fidelity prototypes

are detailed as follows.

1. No cookies

For simplicity of development and in order to use GitHub Pages for hosting,

the interface only used client-side processing, without any server integration.

This meant that cookies to store information about a user's session could not

be saved and that if a user navigated away from, and back to the webpage, it

would be reset to its default view: the user's last filter selection would not be

saved.

The advantages gained by using GitHub were significant, as mentioned al-
ready. Additionally, it could be argued that the selection of filters and live
updating of the resulting table was simple and quick enough that redoing a

task would be relatively trivial.
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2. No user authentication
Again, because of the lack of a server, user authentication was not imple-
mented in this prototype. Authentication is arguably not needed to test the in-
terface functionality itself however: it would be an independent process that
would take place in its entirety before a user came to view the interface in
question.

3. No collapsible filters

The groups of filters and checkboxes were not collapsible, because they all
fitted onto one page. The collapsibility was suggested by users during the
paper prototyping sessions because they were concerned that there would be
too much information to fit onto one webpage. In implementation however,
this was not the case, so this functionality was set aside. Because the filters
offer a graphical representation of the system status (what is visibly selected
onthe left maps directly to what information is in the table) displaying all filters
on one page also improved observability [51, p. 270] for users.

4. No username auto-complete suggestions

The username search box did not offer a drop-down list of auto-complete
suggestions when users started typing. Instead, it updated the table of results
automatically with each keystroke. This behaviour was the same as for all the
other filter categories, and so it replicated a pattern found throughout the
interface (consistency and predictability), while still giving users immediate
feedback (instantaneous responsiveness) and the easy ability to undo actions
(recoverability) [51, p. 272].

5. Extra information added to each annotation cell
At the top of each "Annotation Info" cell, a line of bold text containing the
subject, grade, chapter number and chapter name was added to give users
more easily readable information about where each annotation was from, so
they did not have to decipher a long URL.

6. No back button in detailed view

Because the detailed view was an overlay and not a new webpage a "Back" but-
ton was not included (users making the prototype specified that the detailed
view should open in the same page). Instead, users could close the overlay by
clicking on the [x], in the top right corner, or by pressing the [Esc] key - both
standard interface patterns [71, p. 345]. Using an overlay instead of a new
webpage or window also prevented users from leaving the webpage unnec-
essarily, and therefore reduced the risk of users getting lost in a navigation
process.
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7.

10.

No Life Sciences subject

Due to external factors, the Life Sciences Grade 10 book was not yet available
on the Everything Science website, so it was excluded because there were no
live URLs available for that content.

No curriculum alignment filter

By the time the high-fidelity prototype was being built, all available textbooks
on the Everything Maths and Science websites were aligned to the current
CAPS curriculum, and no old NCS content was available. Hence, the curricu-
lum alignment filter was excluded.

Lower-level filters do not update

Participants in the design sessions suggested that lower-level filters (like chap-
ter) should update based on the higher selection. l.e. the list of grade filters
would update depending on the subject choice, and the number of chapters
would change to reflect what was available in a specific combination of grade
and subject.

If users performed a unidirectional filter operation this functionality would
be useful. However excluding it and displaying all possible subjects, grades
and chapters meant that users could easily change their selection, and filter
both forwards and backwards. This made it far simpler to correct mistakes,
undo actions or browse the data and discover new information, all of which
conforms to good design principles [51, p. 272].

Additionally, displaying all of the possible filters at once meant that users al-
ways have visual feedback about what they had selected, in the context of
what they could select. This would make current and future states more ap-
parent and discoverable (which ties into the design principle of observability
[51, p. 270]).

No coloured dots next to "Type"

The coloured circle icons suggested for "Type" categories were replaced by
coloured labels beneath the "Type" text. These coloured labels are packaged
as part of the default Bootstrap styles, and were therefore simplest to im-
plement, the visual effect arguably being the same. Three colours were se-
lected based on users' paper prototype suggestions, available Bootstrap label
colours and common meanings for colour [71, p. 635] (e.g. red, which often
signifies a warning was used for errata).
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11. No right-clicking of rows
Right-clicking an annotation row did not open it in new tab. This was simply
because the detailed view was constructed as a visual overlay, and not as a
new webpage.

12. DataTables-related changes

(@) No double default sort
As discussed above, using DataTables meant that it was not possible to
perform a default sort by date and type. Because of the ease with which
users could filter by type on the left-hand side of the interface, the default
sort was simply by date, descending.

(b) No breadcrumbs or pagination
Due to DataTables' fixed table header not working with the built-in pag-
ination functionality, pagination was substituted with vertical scrolling.
Instead of "Previous | Next | 10 | 20 | 50 |" breadcrumbs at the bottom
a message was surfaced indicating how many annotations (rows) were
displayed in the current table.

(c) Strict alphanumeric sorts
Because DataTables' sorting functionality is strictly alphabetical, a three-
way sort for the type column (to surface "errata" at the top) was not pos-
sible. Similarly, the annotation information column could not be sorted
by URL. Instead it was sorted by the subject, grade and chapter number
text at the top of each cell (the same information that the URL provided
anyway).

6.3 Discussion

Whilst the high-fidelity prototype did diverge from the paper prototype slightly,
wherever possible behaviour or design specified in the paper prototype that could
not be included was substituted with an equivalent solution. Trade-offs (e.g. using
DataTables) were carefully evaluated so that whenever possible, more functionality
was gained than was lost or had to be altered.

Any divergence could (and would) also be thoroughly evaluated by users in the next
part of the process, involving usability testing and formative evaluation.

In some cases, the implementation of the prototype in an actual web browser opened
up new possibilities - such as styling the filters to all fit on one standard 1366 x 768
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resolution screen. The visual effects of an overlay are also easier to envision and
explore with HTML and CSS than on paper.

Several aspects of the high-fidelity prototype were not highly scalable. For example,
client-side processing of thousands (not dozens) of annotations in future would get
extremely slow. Similarly, while reloading the table with a few annotations takes
only milliseconds, with a large database of annotations, and a more complex set
of filters (e.g. more subjects, more grades) the load time would be significantly
increased. There is no doubt a performance threshold at which it would become
practical to implement server-side processing instead, which would also mean that
user authentication and use of cookies would become possible. Similarly, with a
larger database, pagination of the table (with breadcrumbs) as opposed to vertical
scrolling would be necessary to reduce load and response time of the interface.

Whilst DataTables provided a lot of pre-packaged functionality, it is currently not
very robust, and it appears that new releases and improvements, while pending,
are slow to occur. Ideally it would be better to reinvent the wheel, and write cus-
tomised code to handle sorting (e.g. three way sort, implementing more than one
default sort parameter), pagination, header behaviour and so on.

Once the high-fidelity prototype of the interface was complete the next step was to
formatively evaluate it with a new group of users [46, p. 329], to ensure that the
design thus far still conformed to user requirements and expectations. Once this
was done, the interface could then be iteratively improved based on the first round
of usability tests and user feedback. This process of evaluation and iteration will be
discussed at length in the next chapter.



Chapter 7

Evaluation and Improvements

7.1 Formative evaluation

Formative evaluation is evaluation that takes place during the design process and
is used to improve a design [72, p. 149]. It focuses on identifying usability problems
in a prototype that should and can be addressed during an iterative design process.
It also ensures that users continue to be included in development - their feedback
being central to improving the design [57].

The goal of the formative evaluation process was firstly to determine that the high-
fidelity prototype was an accurate representation of the paper prototype, according
to the users' conceptual models, and secondly to establish that the interface met
the high-level user requirements determined earlier in the design process.

Following the process outlined by Gabbard et al. [57], user questions and tasks
were developed to test all functionality and behaviour of the interface. In partic-
ular, the tasks were designed to test the user requirements and use cases that
emerged from the requirements analysis process and the paper prototyping ses-
sions, such as being able to filter annotations, search for particular annotations and
view those made by specific users. The test was practised informally (with a willing
family member) before users were involved, to ensure that the wording of ques-
tions and tasks made sense and that the evaluator was comfortable with the test
material.

Users were first asked interview-type questions to assess their conceptual interpre-
tation of the interface. Without interacting with the system (they could move the
mouse and hover over elements, but not click on anything), users were asked what
they thought various visual components represented, and how they would expect

54
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them to behave when they interacted with them. These questions were designed

to determine initial user expectations and assumptions, and were phrased such as

"what do you think xx represents?" and "what would you expect to happen if you clicked
on yy?".

Users were then asked to complete the tasks (with free use of the mouse or key-

board), which were contextualised with reality-based scenarios.

The test questions are documented as follows.

To test interface components:

10.

11.

12.

. What do you think the left-hand area of the page represents?

. What do you think will happen if you interact with anything the left-hand side

of the page?

. What do you think the rows in the table represent?

What do you think each group of checkboxes represents?

(@) What do you think will happen if you click on an "All" checkbox?

(b) Do you think the greyed-out checkboxes are clickable? If so, what do you
expect to happen if you clicked on one of them?

. What do you think the text box beneath the checkboxes is for?
. What do you expect will happen if you start typing into that box?
. What do you think the button labelled "Reset" does?

. What do you think the zoom cursor on mouseover means?

Do you think the rows are clickable? If so, what do you think would happen if
you clicked on a row?

In the column called "Annotation information", what do the four bold pieces
of text at the top of each cell refer to?

What do you think the little arrows in the top row of the table mean?

Do you think the table is sorted by default? If so, why do you think so? And
how do you think it's sorted?

To test interface behaviour:
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10.

11.

12.

. Let's say you've been asked to find all annotations made in Physical Sciences.

What would you click on?

. Without using your mouse, how many annotations do you think there there?

How do you know this?

Say you want to refine your search to all annotations in Physical Sciences,
Grade 10. What would you click on?

Next, what if you want to refine your search to all annotations in Physical Sci-
ences, Grade 10, Chapter 5. What would you click on?

Let's assume you've found the annotation you were looking for and now you'd
like to clear your search and return to the initial view of the page. What would
you click on or do to achieve this? (To reload the page/reset to defaults.)

If you'd like to find all annotations that users have labelled as being comments.
What would you click on?

Let's say a user calls the office to ask if his annotation has been captured in
the system. His username is "bob" (all lowercase). You need to find all the
annotations by this user. What would you do first?

If you need to find all annotations made by users with usernames starting with
lowercase "s", what would you do?

Let's say you're not sure about a user's comment and would like to view the
original webpage where the webbook text was annotated. How would you go
about this?

What if you'd like to view all suggestion type annotations at the top of the
table: what would you do to sort them?

Let's say you need to find the annotation with the highest number of replies.
What would you do to find this?

You'd like to know more about the annotation with the highest number of
replies. What would you do [if anything] to find more information about this
annotation and its replies?

(@) What text do you think was annotated by the original user? [Assuming
user clicks on an annotation]

(b) Who do you think was the original user? Why do you think this?

(c) What do you think the original user's comment on the text was? Why do
you think this?
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(d) Which user do you think replied first to the original annotation, and when
did they do it? Why do you think this?

(e) What do you think that user's reply was? Why do you think this?

(f) If you'd like to go back to the main page/view. what would you do?

13. Let's say you need to check that there aren't any annotations in subjects other
than Maths, Maths Lit or Physical Sciences (e.g. Biology). How would you go
about this? What would you click on first?

14. You've been asked to check that no annotations have mistakenly been made
under Maths Lit Grade 11. How would you go about doing this? What would
you click on first?

7.1.1 Usability test results

User A thought that the greyed-out sub-checkboxes did not look clickable. He also
thought that the username search box looked greyed-out. He was uncertain as
to how the username search box would behave: while he noticed there was no
"Search" button to submit a user search he did not know if the search box would
"filter on the fly" or offer an auto-complete drop-down list of matching usernames.
He said it was not always obvious that the table rows had actually updated once he
had interacted with a filter.

He realised that the zoom icon (when hovering on a table row) indicated expan-
sion, but was not sure what information an expanded view would include. He com-
mented that the cursor did not change if he hovered over the table header sort
icons, so it did not seem clear that the sort arrows were clickable because: "When
you can click on things you get the finger" (\”_"J ). He also noticed that when hovering
over the table header text (e.g. "Type") the cursor changed to be a text input cursor
(L ). This was a default DataTables/browser behaviour which the evaluator had
not noticed in testing before.

In addition, User A noticed the DataTables CSS bug already mentioned, where in
some instances the fixed table header cells do not align correctly with the table
data cells in the rows beneath them.

To close the detailed view overlay, he tried clicking off the box, which did not work
- he felt it "probably should". He also mentioned that he thought the "Reset" button
was "a bit obscured" at the bottom of the page, and suggested renaming it to "Reset
Filters" and moving it to the top of the page.
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User B also did not think that the greyed-out sub-checkboxes were clickable - she
assumed they would become clickable if she unchecked "All". She also expected the
"All" checkbox to be an all/none toggle, so that if "All" was unchecked, then nothing
would be selected. When she realised this was not the case (unchecking an "All" se-
lected all the sub-checkboxes instead), she deselected the sub-checkboxes to get to
the required filter set. For example, to select the "Chapter 5" filter - she unchecked
the "All", which selected the 24 sub-checkboxes for "Chapter" and proceeded to
deselect 23 checkboxes until just "5" was selected. Even though she realised this
was inefficient and unlikely to be the only solution, she did not experiment with the
checkbox behaviour to see if an alternative option was available.

The purpose of the username search box was not initially clear to her as she did
not know what it would be used to search for. She also was not sure how it would
behave and whether she would have to press [Enter] to submit a search, for exam-
ple. Once she interacted with the search box however, she realised that it filtered
the table automatically.

User B also missed the visual indication of the default date sort ( ¥). She realised
the table was sorted by date, but she deduced this from the date column entries.

User C did assume that the greyed-out sub-checkboxes were clickable. However,
when she interacted with the system, she first tried to deselect one, and then dis-
covered that clicking on one actually selected it. However, she did not think to
deselect all subject checkboxes to get no results in the table.

She did not expect anything to happen if she started typing in the username search
box, and she mistook the "Reset" button for a username "Search" (submit) button:
she assumed she would have to type in the box and then press "Reset" to submit
her user search.

When she started interacting with the interface it was apparent that her confusion
about the "Reset" button extended beyond this: after she selected the relevant
group of checkboxes to a particular task she clicked the "Reset" button to submit
her entire filter query (i.e. she did not notice the table updating at all) and then was
perplexed when she realised her filter choice had just been cleared. According to
her: "I would want to choose something and then click something else. It would make
sense if you had some instructions. | think it's important to have a Reset button because
there's quite a lot of options... But my initial thing is that you choose and click Enter [to]
search. That's how you do it on Google".

User C thought that the zoom icon on row mouseover meant that the rows were
clickable, but was not sure what clicking on a row would do ("either it would bring
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up more information, or single out that particular comment but | don't know how...").
Eventually we established that she expected the zoom icon to indicate a literal, vi-
sual zooming in, i.e. making the text bigger ("why would you want to see it bigger,
when you can read it?"). She did not think that clicking on a row would bring up
more detailed information and she only noticed that the URL in each row was click-
able.

She was uncertain as to how the "Annotation Information" column would sort itself,
and was not sure why one would want to sort the table by "Type", when "you can
do that with the filters on the left". When she initially clicked on a sort icon, the table
update was not obvious (the sorting change to the visible results was minimal), and
this confused her. However she persevered and clicked again, and then realised
that the table had updated.

She thought that the coloured type labels looked like clickable buttons. She also
noticed a bug where, even when there were no entries in the table, the counter
text at the bottom still displayed "Showing 1 of 1 entries".

User D did not think that the greyed-out sub-checkboxes were clickable in their
initial state but thought they probably would be if the "All" checkbox was dese-
lected (i.e. an all/some toggle). That being said, initially she did not try to click on a
greyed-out sub-checkbox - she deselected "All" first and then clicked on a (already
checked) sub-checkbox. She realised that this deselected the sub-checkbox. She
experimented and discovered by accident that she could just select one greyed-out
sub-checkbox directly. (For the chapter selection task where she discovered this al-
ternative behaviour she said: "I wasn't going to uncheck them [23 chapter numbers]
all"). Interestingly, even after she realised she could just directly select a greyed-
out sub-checkbox, for the next tasks she went to uncheck "All" again, first. Like User
C, she did not think to deselect all subjects to get no results in the table.

User D thought that the username search box was for "your username” (i.e. that one
would input your own username into the box, and that it was not a search). She
did not expect typing into it to have any effect on the table. Then, in one task, she
typed the text "Comment" in the box, to search for it. Based on this experiment, she
then realised that the search box was specific, not general (i.e. not a site search),
and then understood that it was to search for usernames in the table. In a later
task, when she searched for "s" in the username search box, the table updated so
quickly that she initially did not notice the results had changed.

She did not know what the sorting arrows in the table header indicated, and did not
notice the Date default sort icon. She did not think that it was possible to sort by a
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column header until she tried clicking on the "Replies" header. When asked to sort
by the highest number of replies she said: "I'd try and click here somewhere... [clicked]
"Oh and that's what it does!". She also noticed that the date sort, which at first glance
looked correct, was in fact not (caused by a bug in the code that converted a long
timestamp into human-readable text).

User D did also not believe that the zoom icon indicated that the row was clickable.
For her, it was not obvious that she could click on a row, or that doing so would
surface additional details about that row.

User E initially thought that deselecting an "All" checkbox would result in one of
the sub-checkboxes being selected. She did not think that the greyed-out sub-
checkboxes were clickable, but said that the changing mouseover icon suggested
that they were. She expected to have to uncheck the "All" checkbox first. When
she actually interacted with the interface however, she tried clicking directly on a
greyed-out sub-checkbox (without deselecting the "All") and realised that was pos-
sible. Despite this, she said "my instinct is still to uncheck 'All' first and then click on
the others".

With respect to the username search box, User E said that she hoped the table
would not update until she had finish typing a username into the search box, be-
cause she was concerned that it would be very slow. She thought the search box
might offer a drop-down list of auto-complete options, and said that that "would be
good". She initially assumed that she would need to hit [Enter] to submit her search,
but then noticed that there was no "Search" button, so she assumed the search box
must filter the table automatically. In a later task when she actually interacted with
the search box, she noticed that it updated automatically as she typed.

Like User A, User E said that she expected the cursor to change when she moused
over the sort icons in the table header. She noticed that a three way sort was not
possible and that she could not sort to have the "Errata" type at the top of the table.
"It only has two...Then again | could just click on Errata [in the type filter on the left]
if I just wanted them". She suggested the text "asc" and "desc" instead of just the
sorting arrows - she felt that the arrows alone were visually too subtle. She also
was not sure how the "Annotation Information" column would be sorted.

For the detailed view overlay, like User A, she tried to click off the detailed view box
to close it, which did not work. She also suggested using a "zoom out" icon when
in the detailed view, to "match the zoom in icon" which opened the detailed view in
the first place.

The above feedback can be summarised as follows:
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It was apparent that the behaviour of the checkboxes was not immediately
obvious to users and that this needed to be re-evaluated.

Additionally, the table often updated too quickly for users to notice that it had
changed.

The cursor icons on hover needed to be changed, to make it very clear where
and when users could click on things (e.g. on the sort arrows but not on the
header text).

The sort arrows were not visually obvious enough.

The purpose of the "Reset" button was not immediately apparent, and users
got confused as to whether or not it was related to the username search box.

The purpose of the username search box was not clear enough, and users did
not expect the automatic updating behaviour (of the table) associated with the
search box.

Users expected to be able to click off the detailed view to close the overlay.

In addition, the evaluator also noticed a number of bugs and issues with the inter-

face during the usability tests:

A possible fix for the DataTables CSS <th> bug needed to be investigated: at
least one user noticed it and commented on the fact the the table header did
not always line up.

It was observed that clicking on the URL in a row triggered the OnClick event
to open the detailed view. So, if a user clicked on the URL, the detailed view
would open, and only then would the user be taken to the relevant Everything
Maths/Science webpage. This needed to be fixed.

It was also noticed that if a user had searched for a username, navigated away
from the web page (e.g. to the Everything Maths/Science URL) and hit "Back"
in the browser to return to the interface, the filters would all be reset on the
page but the last string the user had searched for would still be visible in the
username search box, which was misleading.

It was noted that the numeric date sort did not work correctly because of the
order in which the date components (year, month etc) were parsed by the
JavaScript.
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* It was also noted that not one user pressed the [Esc] key to exit the detailed
view.

Aside from these detailed issues, it was evident from the formative usability tests
that the interface definitely provided users with news ways of interacting with a
collection of existing annotations and made it possible to complete specific tasks
relating to searching, sorting and filtering content. Users could view all information
associated with an annotation, and view the webbook context in which the anno-
tation was made. Users could filter by meaningful categories (such as subject and
grade) and search for annotations made by a specific external user, and all in one
interface (not across multiple, complicated views of the content).

7.2 Improvements to the prototype

Based on the above observations, improvements to the prototype were implemented
as is detailed in the following sections. Due to the very small sample size, no mean-
ingful statistical analysis could be performed on the test data [72, p. 149]. Instead
all user feedback was taken into consideration and where feedback was conflict-
ing, changes were implemented according to best design practices (such as those
detailed in Chapter 5), or the most universal design pattern possible.

7.2.1 Checkbox behaviour

A number of possible improvements were considered for the checkbox behaviour
that was so clearly confusing users. Because another round of summative usability
tests had already been planned, it was decided to make the smallest set of changes
possible to the checkbox behaviour and then test those, instead of redesigning their
entire functionality and behaviour. The logic was quite simply that the difficulties
users had with the checkboxes could possibly be fixed with slight improvements
and it was therefore worth pursuing a minimalist approach instead of redesigning
larger components, because any changes made could still be tested thoroughly.

The greyed-out checkboxes caused the most confusion because users did not think
they could click directly on one of the sub-checkboxes when viewing the default
state of the interface. The initial checkbox state was therefore changed so that no
checkboxes were greyed-out, and only the "All" checkboxes were ticked (not the
sub-checkboxes too).
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Additionally, sub-checkboxes were indented slightly, to make it more apparent that
they were nested under each "All" checkbox (see Figure 7.1).

Subject

| All
Mathematical Literacy
Mathematics
Physical Sciences

Grade

All

[#] grade 10
grade 11
grade 12

Figure 7.1: Improved checkboxes: no checkboxes were greyed-out and sub-
checkboxes were indented.

As from before, selecting a sub-checkbox would deselect the "All" checkbox associ-
ated with it.

To perform an inverted selection (i.e. to select all sub-checkboxes, in order to de-
select only a few) users could simply uncheck the "All" checkbox, which selects all
the sub-checkboxes (see Figure 7.2).

Subject

All

« Mathematical Literacy
# Mathematics

v Physical Sciences

Figure 7.2: Deselecting an "All" checkbox selects all sub-checkboxes.

7.2.2 Table reload speed

The table reload speed was too fast, particularly when users were searching for a
username and did not notice the table updating while their attention was focused
on the username search box.

While it would have been possible to slow down the reload speed slightly so that
users would be more likely to notice the table updating [73, p. 282], this is not
extensible or scalable behaviour: as soon as the table loads more than a certain
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number (unknown at this point) of annotations, its load time will become longer.
It seemed impractical to deliberately introduce a slower table load speed, when
the load speed will decrease anyway as the database grows, and at some point will
become too slow and unresponsive (in which case server-side processing would be
a better option).

Whilst instantaneous responsiveness is desirable [51, p. 272] and tolerable com-
puter response times are well documented [74, p. 154] it would be more practical
to make changes based on this with a system that is less of a prototype and more
of an accurate representation of a real-world scenario (e.g. with thousands of an-
notations saved from multiple books), particularly because response time over the
World Wide Web is so closely coupled to where the data processing occurs (client
or server side).

To alleviate confusion about the username search box automatically updating the
table too quickly, a "Search" button was added to this filter (see section 7.2.6).

7.2.3 Cursors

To clarify when users could click on elements, and what that clicking would resultin,
several hover cursors were changed to better conform to standard cursor patterns
and usage: The text cursor ( 'y that appeared on hover over the table header text
was removed (because the text is not editable) The clickable 'finger' cursor ( {") )ywas
added on hover above the sorticons (in each table header cell) to indicate that they

are clickable In the detailed view overlay, a "Zoom out" cursor ( 2 ) was added on
hover outside of the overlay, to mirror the zoom in icon and to indicate that clicking
off the overlay would close it.

7.2.4 Sorticons

The sort icons were made slightly larger and darker, to make them more visually
obvious. In addition, the background colour for the table header row was changed,
to improve contrast [71, p. 650] of the sort icons on the background colour.

Replies Date v

Figure 7.3: Former sort icons and table header colour.
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Replies Date v

Figure 7.4: New sort icons and table header colour.

7.2.5 Reset button

The "Reset" button was renamed to "Reset Filters", to give users more information
[71, p. 520] as to its purpose. In addition, the styling between the username search
box and the button was improved, to make it more apparent that the "Reset" button
was not related to the username search box in functionality.

Username search

Reset

Figure 7.5: The former "Reset" button.

Username search

Search for a usemame Search

Reset Filters

Figure 7.6: The new "Reset" button with improved microcopy and styling.

7.2.6 Username search box

To make it more clear to users what the purpose of the username search box was,
the placeholder help text was changed from "Username" to "Search for a user-
name". Additionally, a "Search" button was added, and the auto-updating of the
table on search was removed so that users had to type text into the search box and
then click the "Search" button (or press the [Enter] key) to submit their search.

Whilst some users realised that the lack of a "Search" or "Submit" button probably
meant that typing into the search box would update the table automatically, and
noticed this behaviour when they used the filter, a number of users did not expect
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the search box to behave this way. Although the auto-updating was consistent with
the behaviour of the other filters, it was decided to break that pattern and rather
implement a "Search" button to cater for the latter group of users. The reasoning
was that adding a "Search" button would cater for users who did not anticipate the
automatic search, without alienating the users who appreciated the auto-updating,
because the search box/"Submit" button is such a universal, familiar pattern (whilst
being less directly consistent with other interface behaviour this is still supported
by familiarity and generalisability design principles [51, p. 264]).

The search box outline was also made slightly darker, to avoid users thinking it was
greyed-out.

Username search

Figure 7.7: The previous username search box.

Username search

Search for a usemame Search

Figure 7.8: The new username search box with a search button and improved copy
and styling.

7.2.7 Closing the detailed view overlay

Because a number of users tried to click off the detailed view overlay to close it, this
functionality was added.

7.2.8 Bug fixes

In addition to the improvements made to the interface as detailed above, fixes for
the bugs discovered were also addressed.

7.2.8.1 DataTables CSS bug

After thorough investigation, it was determined that the CSS table header bug in-
troduced by DataTables' fixed header and vertical scrolling was not possible to fix.
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Because this is a minor styling issue that was only noticed by one user, it was left as
is. In future it would be preferable to build customised tables with the necessary
functionality instead of using the DataTables plugin, which would circumvent this
bug.

7.2.8.2 Table row onclick bug

The OnClick behaviour of the table rows was tweaked, so that clicking on the URL in
an "Annotation Information" cell did not open the detailed view overlay first, before
going to the external URL. In addition, the external URLs were set to open in a new
tab, so that users could open the page without inadvertently losing their current
filter settings.

7.2.8.3 Username search caching issue

To fix the bug that resulted in the last username search string displaying in the
username search box if a user had navigated away from and back to the interface,
the username search box text was modified to clear every time the page is loaded.

7.2.8.4 Date conversion/sorting

The bug that resulted in the numeric date sort not working correctly was fixed.
Quite simply the long UTC timestamp needed to be converted to a yyyy/mm/dd
format (instead of dd/mm/yyyy) for the sort to work correctly.

7.2.9 Discussion

The result of the above implemented changes was an interface that looked much
the same as the original, but had subtle behavioural and stylistic differences (see
Figure 7.9).

With respect to the high-level goals of the interface, although many of the improve-
ments made were subtle, they all fed into making the interface more intuitive and
robust and aligning it more closely with the design guidelines and principles out-
lined in Chapter 4. Changes to behaviour (such as the checkboxes) made the in-
terface more predictable and increased affordance [46, p. 29]. Enhancing visual
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styles (such as the sorticon and table header colours, and the username search/re-
set button styling) made it easier for users to differentiate interface components,
and therefore to determine their purpose. Fixing bugs such as the date conversion
error corrected the layout of annotations and therefore improved consistency and
predictability of the system. Improving the user experience in this way would make
it easier for users to achieve their goals (including filtering, sorting, viewing and
searching for annotations) without getting confused or distracted by unexpected
behaviours from the interface.

7.3 Summative evaluation

Summative evaluation is performed at the end of the design process, to "assess
the success of a finished product” [46, p. 437]. Whilst it is often comparative (i.e.
comparing the performance of two interfaces [57, p. 54]) in this case there was no
alternative, existing interface with which to do a meaningful comparison. Addition-
ally, whilst summative evaluation often includes statistical analysis [72, p. 149], the
pool of available users who could be included in user tests was simply too small:
a sample of 5 individuals is arguably not sufficiently large to perform meaningful
quantitative analysis.

Therefore, a qualitative summative evaluation process was undertaken, including
usability tests, questionnaires and a heuristic evaluation. The goal of the evaluation
was to assess whether or not the prototype did enable users to complete tasks
including sorting, filtering and searching for annotations in an existing database.

For the summative usability tests five (new) users were selected, who again com-
prised a representative sample of the three user groups identified who would use
the final interface ("Development", "Production" and "Sales").

Users were asked the same interview-style questions and to complete the same
tasks as in the formative tests. This meant that results could be compared between
the two sets of tests to confirm that the changes made were in fact improvements
and better conformed to user requirements.

In addition, users were also asked to fill out several sections of the "Questionnaire
for User Interaction Satisfaction" version 7 (QUIS7), to assess their satisfaction levels
with the prototype interface [58].

As the final part of the summative evaluation, a heuristic evaluation of the interface
was undertaken once usability testing was complete.
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7.3.1 Usability test results

User F noticed that the interface has no overall "Submit" button and so assumed
that the table would update itself automatically. He also noticed that it did in fact
do so when he interacted with the system. In spite of this, between the first and
second tasks, he clicked on "Reset Filters" to refresh the page, even though he did
not need to do so. In the second task he realised that it was unnecessary to reset
between filter interactions.

He assumed that unchecking an "All" checkbox would produce in a "none" result
(not "some") and was surprised when unchecking an "All" checkbox selected all
the sub-checkboxes for that group (l.e. it inverted the selection). That being said
he stated "I don't know why you would want a 'none' selection". He did expect the
indented sub-checkboxes to be directly clickable.

User F expected an auto-complete behaviour for the username search box. He
noticed that the table did not update automatically when typing in the search box,
and pressed the [Enter] key to submit his search. He also wondered whether it was
possible to use wildcards when searching for a username.

With respect to the zoom icon on row mouseover he initially said that "when you
zoom maybe it'll only show that comment. Visual zoom doesn't make sense because
it's only text". When he interacted with the interface however, he did not think to
click on a row to view a single annotation. When he was prompted by the evaluator
to try clicking on a row he said "I'm not sure that's what zoom means" (he clarified
that he was in fact expecting a visual zoom, like Ctrl +) and "it sort of does what |
expected...after | used it for the first time I'd know exactly what it does". Once he had
opened the detailed view, he used both the [x] button and clicking off the overlay
to close it.

User F did not notice the table column sort arrows initially, and was not immedi-
ately sure whether it was a descending or ascending sort. He also did not see the
counter line of text (e.g. "Showing 1 of 26") at the bottom of table. He knew that
sorting by type could be done using the sort arrows (though he realised a three way
sort was not possible) or by using the left-hand "Type" filter. When using the sort
arrows, clicking the first time did not produce the expected result (the column sorts
by ascending results first so it does not always obviously change) and he hesitated
before trying to click a second time (which did achieve the correct sort for that task).

He noticed that the number of chapters in the filters on the left did not change
depending on the subject and grade selection. He said he would have expected this
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and asked the (valid) question (when selecting Chapter 24 only, for all subjects): "are
there no comments [annotations] for grade 11 and 12 because there are no chapters
24 [in those books] or because there are no comments?"

He suggested replacing the long URLs in each annotation with hyperlinked text that
described the book (Subject, Grade, Chapter) instead, and also suggested calling
the URL a "Webpage" in case users did not know what a URL was. In addition, he
suggested putting user comments (in the detailed view particularly) in quotes, to
differentiate them from the other text.

User G assumed that a selected "All" checkbox meant that all the sub-check options
were selected too and said that they should perhaps be checked too, when "All"
was checked. She expected unchecking "All" to mean "none" and was surprised
when unchecking an "All" instead selected the sub-checkboxes for that filter. In the
first task, she looked for a "Submit" button (to submit her filter selections) but then
quickly realised that the table updated automatically. For one of the tasks it was not
immediately apparent that the table had updated. She had noticed the counter text
at the bottom of the table, so she scrolled down to see if that had changed (which
it had - this confirmed for her that the table had updated).

Like User F, she thought that the username search might offer an auto-complete or
auto-prompt list of suggested usernames as she started typing. The first time she
performed a username search she clicked on the "Search" button, and the second
time she pressed the [Enter] key.

She assumed that the zoom icon would "make it bigger in some way or maybe show
just that row" and simply clicked on a row to expand it when asked to find more
information about an annotation. To close the detailed view she noticed the [x]
button, but clicked off it when asked to perform the task.

She also did not notice the default sorting arrow in the date column. She correctly
thought that the table was sorted by date because she looked at the chronological
timestamps. It was only once she had done this that she saw that the date column
had a different sort arrow. To sort by 'suggestion’ type, she used the left-hand filter
instead of the sort arrows in the table.

User H thought that the checkboxes would be clickable (but not the text labels next
to them). When she performed the first task (finding all Physical Sciences annota-
tions) she clicked on the correct checkbox and then moved the mouse to hover over
the username "Search" button. Although she did not click on it, it seemed as if she
had not noticed the table updating automatically, and expected to have to submit
her query. Later in the test, she said that the "table updates so quick you sometimes
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don't notice it" and that she would prefer to select all the necessary filters and then
click a "Submit" button, or to have a slower table update speed with a progress
indicator, to make the table updating more obvious. She said she wanted the inter-
face to "let me know that I've saved it [the query], let me know that I've submitted [the
query]". When asked to clear the table and find no annotations, she did not think
to try deselecting an "All" checkbox and there was no indication that she expected
an all/none toggle behaviour.

Like users F and G, she also expected the username search to offer some auto-
complete functionality. She used the "Search" button and pressed the [Enter] key
to perform her searches.

User H thought that the zoom icon and row colour change on mouseover indicated
that the row was clickable, and also thought that clicking would expand something
somehow, but said she was not sure what to expect. When it came to the task
requiring her to find more information about an annotation, she experimented and
clicked on a row. Once in the detailed view, she knew she could click on the [x]
button to close it, but instead clicked off the overlay.

She noticed the sort icons in the table header, but did not notice the different de-
fault sort icon in the date column. She knew that the table was sorted by date (by
default) but noticed this in the timestamps themselves and also said she would sim-
ply expect the information to be sorted by date with the latest annotations listed
first. Like User F, when asked to perform a sort on the table, and the first click on a
sorticon produced an ascending sort (instead of descending), she was momentarily
confused and hesitated. A quick experimental second click on the sort icon com-
pleted the task however, and for the second sorting task she simply clicked twice,
having learnt the behaviour of the sort.

She noticed the counter line of text at the bottom of the table. She also did not
assume that clicking on an annotation's URL would open it in a new tab - she de-
liberately right-clicked on the URL and selected the "Open in new tab" option. In
one task, she got confused between the "Highlighted text" in an annotation and
the "User comment", suggesting that it is possibly not obvious enough what the
"Highlighted text" label means.

User | initially did not notice that the table updated automatically. In the first task
she clicked on the correct checkbox, and clicked on the "Search" button next to
the username search box. She repeated this pattern in the second task (find all
annotations in Physical Sciences, Grade 10), despite saying "/ wouldn't find 'Search’
intuitive for all the filters - it looks like it's only for the username box." It was only when
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she performed the third task (find all annotations in Physical Sciences, Grade 10,
Chapter 5) and the table changed dramatically that she realised she did not need
to click the "Search" button.

User linitially did not think that the username search box was for usernames only:
she thought it could be a general search ("Say you had a vague memory of what you
were looking for, you could search for a keyword or something from the title..."). Like the
other users, she also expected that the username search box would offer some kind
of "suggestions" in the way of auto-complete functionality. When using the search-
box, she clicked the "Search" button both times, and did not use the [Enter] key.
Although she used the search box successfully to search for several usernames,
when asked to see if there were any annotations in "Biology" she typed "biology"
into the search box, whilst saying "it says username search so that would be problem-
atic, but | would try 'biology’ anyway." She did not think to deselect all of the visible
subject options to see if that left any remaining annotations.

While she noticed the sort icons in the table header, she (like the other users) did
not notice the different default sorticon in the date column. She also did not notice
that the timestamps were ordered. She said she just assumed the table might be
ordered by date, by default, but she was not sure. To sort by 'suggestion’ type, she
did not try and use the filter on the left. Rather, she clicked on the sort icon twice,
again - with a hesitation between clicks when the first click did not produce the
desired result. She also noticed that it is only a two way sort, and that it therefore
would not be possible to surface "Errata" at the top of the column ("/'m not sure why
it's ordered in that way - where does errata go?").

She noticed the counter line at the bottom of the table but said, interestingly "/t says
showing 1 of 26 annotations but | can see 5 of them in the table. So | would expect it to
say '5 of 26" because there are 5 visible, not just 1".

To close the detailed view she noticed the zoom out icon and the [x] button but
clicked off the overlay to close it.

User ] also expected that unchecking an "All" checkbox would mean a "none" was
selected, which he said would be a "silly use case". He said he expected a partial [-]
indicator for an "All" checkbox when one of its sub-checkboxes was selected. He
thought that the text labels (and coloured labels for type) next to the checkboxes
might be clickable, and tried this. He soon realised the text itself was not clickable
and so clicked on the checkbox itself. He also noticed that there was "no button
called 'Filter™ and said that he expected to not have to submit his selection, i.e. that
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the table would update itself, and that the username search box might use live
filtering as one typed.

He assumed that the zoom in icon and row colour change meant that the row was
clickable, and that more information was available, but was not sure exactly what
to expect. One he opened the detailed view (by clicking on a row) he knew he could
click on the [x] button to close it, but instead clicked off the overlay.

He expected the up/down sort arrows to be two separate buttons. When asked to
sort, he clicked on one half of the icon and then realised it was one button, and that
the initial sort was performed the wrong way. He clicked again to get the correct
sorting order. He was not sure how the "Annotation Information" column would
sort but assumed (correctly) that the sort would start with the first row of informa-
tion (subject, grade, and chapter number). He noticed the default sort triangle for
the date column and the ordered timestamps.

When he used the username search box, he realised that it did not offer an auto-
complete drop-down list of suggestions, nor did the table update automatically.
He pressed the "Enter" key to submit both searches, and did not click the "Search"
button. Between the two username search tasks he said (correctly) "/ would not
expect to have to click on 'Reset Filters' at this point".

He noticed the counter text at the bottom of the table, and also noticed the bug
that results in an empty table (with one row that says "No results to display" being
paired with the line "Showing 1 of 1 entries" at the bottom of the table).

When asked to check if there were any annotations in subjects other than the three
listed, he said "I have no way of selecting something not in the list" (he correctly as-
sumed that the table and filters are populated from existing annotations only).
Instead of trying to achieve a 'none' result by unchecking an "All" checkbox, he
checked the number of entries for "All" subjects (52) and then selected the Maths,
Maths Literacy and Physical Sciences checkboxes. This filter also produced 52 re-
sults, so he surmised that because there was no difference in tallies, there were no
extra annotations in other subjects.

The summative usability tests revealed that all users were in agreement that:
* the left-hand area of the interface represented some kind of filtering or navi-
gation.

* interacting with the left-hand area would somehow influence the table on the
right.
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+ each row in the table represented a set of details about an annotation (or
'‘comment’) made.

+ the "zoom in" icon represented expansion, and indicated that more would
become visible, but no one was initially exactly sure what it would do.

+ clicking on an annotation's URL would take you to another web page.

* to close the detailed view they could click the [x] button or simply click off the
overlay (even if they did not notice the zoom out icon). No one used the [Esc]
key to close the overlay.

+ the "Reset Filters" button reset the interface to the default view and settings.

In addition, all five users correctly understood how information in the detailed view
was grouped together, i.e. which comments, usernames and timestamps belonged
together.

To summarise the results of the second round of usability tests:

+ Allusers expected the username search box to offer some kind of auto-complete
function such as a drop-down list of suggested (known) usernames

* While the functionality of the checkboxes was clearer, the behaviour of the
"All" checkbox was still unexpected: all users expected an all/none toggle.

* Whilst everyone knew that the zoom in icon implied somehow seeing more,
no one was certain what to expect. Several users did not notice the zoom out
icon when in the detailed view overlay.

* The sort icons were still not visible enough. The single purple arrow in partic-
ular went unnoticed several times.

+ Additionally, the two way (ascending/descending) sorting was not always suf-
ficient - e.g. for the three Types. Users also did not know what to expect from
the "Annotation Information" column sort.

* The counter text at bottom of table was not always noticed (some missed it)
and was not always deemed accurate (e.g. "I can only see 5 results" and the
bug where it says "Showing 1 of 1 entries" when there are no annotations
displayed)

* The automatic updating of the table was once again not completely obvious to
users (particularly when the changes to the table were more subtle), possibly
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because it was sometimes just too fast. As a result some users expect to have
to select a variety of filters and then click a "Submit" button.

While there are evidently still small improvements that could be made to enhance
the user experience of the interface, the usability tests revealed that users could
perform the tasks they needed to, including sorting, filtering, browsing, searching
for, and viewing details about annotations. They could also achieve these goals
more easily than the users from the formative usability tests, and there were fewer
misconceptions and misclicks in the second round of tests - suggesting that many
of the improvements made the interface were successful.

7.3.2 QUIS7 questionnaire

No statistical analysis was performed on the QUIS7 data because the sample size
(5 users) was too small for meaningful statistical results (the authors of QUIS rec-
ommend an ideal sample of > 20 users for statistical purposes [75]). Instead, a
qualitative analysis of users' questionnaires was undertaken.

Excluding the background sections of QUIS7 (parts 1 and 2) users answered 68
questions each (making a total of 340 questions) in parts 3, 4, 5, 6 and 7. Of those
340 questions, 7 were accidentally left unanswered. In some instances, users dif-
fered in their selection of the 'not applicable' option (e.g. for some questions one
user listed the item as being 'N/A' while others rated it). These differences can most
likely be attributed to different interpretations of the question and what the ques-
tionnaire terminology was referring to (particularly because the questionnaire is
very generic).

Overall users' responses in the questionnaire were very positive. The vast majority
of ratings were 7, 8 or 9 towards the positive end of the scale. User ratings indicated
that they found the system satisfying, stimulating, easy to use, and flexible (most
ratings for the latter were neutral or tending towards flexible). Characters on the
screen were easy to read and highlighting and bolding was helpful. Screen layouts
were helpful, although User | indicated that the amount of information that can be
displayed on the screen was inadequate (she mentioned in the usability test that
she would like to see more table rows simultaneously). They also indicated that
the sequence of screens was clear and predictable. According to User F"/ found the
layout fairly straight forward and easy to use. After the first time using it | pretty much
knew how to navigate around the web page."
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Allusers indicated that the terminology and messaging used throughout the system
was consistent and that instructions were clear. For Question 5.2 however, user
answers varied widely. The question is "Terminology relates well to the work you
are doing?" with 'always' at 1 on the scale and 'never' at 9 on the scale. One user
selected 1 (‘always'), one user failed to give a rating for the question, and three
other users selected 7, 8, and 8 (i.e. tending towards "never").

The latter three choices are however completely inconsistent with the subset of
questions relating to terminology, in which all user ratings were positive and indi-
cated that computer terminology was used appropriately and terminology on the
screen was precise.

Question 5.2 is the only question in QUIS7 where the favourable outcome is at 1
instead of 9. It is therefore possible that users did not read the question carefully
enough and assumed that it followed the same pattern as all other questions, with
a rating of 9 being the 'best'. Because one user did not answer the question how-
ever, and because the sample size is so small, the ratings for this question probably
require further investigation.

Most users indicated that the computer kept them informed about what it was do-
ing, although one user selected 'never' (1) for Question 5.5. All users indicated that
performing an operation leads to a predictable result and that the length of delay
between operations was acceptable.

User opinions differed on the helpfulness of error messages (Questions 5.6 - 5.6.2)
and whether it was possible to control the amount of feedback (Question 5.5.3).
For the former, three users selected the 'not applicable' option, while one rated
error messages as being neither helpful nor unhelpful (5) and the other rated them
as being very helpful (8). With regards to controlling the amount of feedback, two
users selected 'not applicable' whilst the other three gave ratings of 8, 9 and 6,
where 1 is 'impossible’ and 9 is 'easy".

In the comments for Part 5, User F stated: "I find the terminology clear and concise"
while User G wrote "[There was] only one unpredictable thing - when | unticked the
"All" button for Subject, all the subjects got ticked, whereas | expected them to remain
unticked". User | wrote "Using both 'Search’ and 'Filter' is probably unnecessary. Non-
technical users might find 'Search' more intuitive. Bold text is usually used for headings,
but sometimes for important info - e.g. first line in each table row contains filter dimen-
sions".

All users indicated that learning to operate the system was easy and fast. One
user rated the "learning advanced features" item with a 5, i.e. neither difficult nor
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easy. The same user also marked the three questions (6.2.2, 6.3 and 6.3.1) related
to discovering new features, remembering names and use of commands and re-
membering specific rules about entering commands as 'not applicable'. The other
users all indicated that these items were easy. All users indicated that tasks can
be performed in a straight-forward manner, that the number of steps per task was
just right and that the steps followed a logical sequence.

User comments for Part 6 included "/ find it really easy to learn to use the system",
"Very easy to learn. [I] Feel safe exploring and actions are intuitive and rememberable.
Only [a] 5 min learning curve" and "There are apparently keyboard shortcuts but they
were never displayed on the screen - so no opportunity to learn them", which is true
and should be corrected.

In terms of system capabilities (Part 7) all users indicated that the system speed,
response time and rate at which information is displayed are fast enough. Similarly,
they all rated the system as reliable and operations as dependable. Most users
indicated that it was easy to correct mistakes and typos. However one user selected
the 'not applicable' option for these two questions.

With respect to Question 7.5 ("ease of operation depends on your level of experi-
ence"), one user rated this item with a 1 ('never') whilst the other two users gave
it a 7 (tending towards 'always'). Unfortunately the other two users failed to an-
swer the question, so this result is ambiguous and again probably needs further
investigation.

All users indicated that one can easily accomplish tasks knowing only a few com-
mands and that features and shortcuts can be used with relative ease (the lowest
rating for this last question 7.5.2 was a 6).

User comments for Part 7 of the questionnaire included "It was pretty clear after
using the system what capabilities it had and also its limitations" and "it is easy to use
[the] interface without experience".

In summary, whilst there were two questions that wielded slightly perplexing re-
sults, and some questions that only a subset of users marked as being 'not appli-
cable', generally feedback gathered from the questionnaire was very positive. The
results indicate that users generally found the system easy to learn and to use and
that their overall reactions to the interface were favourable, which correlates to the
findings from the usability tests.



Chapter 7. Evaluation and Improvements 79

7.3.3 Heuristic evaluation

As part of the summative evaluation, a heuristic evaluation of the interface was
performed. Heuristic evaluations and usability tests have been shown to be sup-
plementary evaluation methods which can be used to identify different kinds of
usability problems [76]. These two evaluation techniques along with standardised
user feedback from the questionnaire therefore covered a fairly broad spectrum of
evaluation when combined.

The heuristic evaluation was performed by the designer/evaluator. Itinvolved care-
fully progressing through tasks like those used for the usability tests, and evaluating
each interface component and behaviour according to Nielsen's latest list of heuris-
tics [63].

Whilst objectivity is undoubtedly hard to maintain when evaluating one's own work
and it would have been preferable to have more than one evaluator participate
in this process, time and resource constraints did not allow for this. Nonetheless,
performing a heuristic evaluation resulted in a valuable higher-level analysis of the
interface (as opposed to the very detailed results from the usability tests) according
to standardised design guidelines. It was an opportunity to gain some perspective
by attempting to evaluate the interface within an established assessment frame-
work, which is always a worthwhile undertaking.

The heuristic evaluation of the interface is as follows.

1. Visibility of system status: Having the filters and corresponding (selected)
annotations simultaneously visible in the interface provides users with as much
information as possible. Because the checkbox selection directly affects the
annotations displayed, a one-to-one mapping occurs, and the status of check-
boxes on the left therefore serves as a kind of navigational indicator - what is
ticked on the left corresponds to what a user can expect to see on the right.

In some instances (particularly when changes to rows are minimal) it is ar-
guable that the table updates too quickly for users to realise that it has changed
-inthis case appropriate visual feedback that the table has changed is too sub-
tle, and made lead to confusion.

Likewise, some of the sorts that can be performed on the table columns are
too subtle. It is not always obvious to the user that anything in the table has
changed.
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2. Match between system and the real world: All filter labels (e.g. subject
and type names, and words like "annotation", "username") come from stake-
holder interviews and the paper prototyping sessions, and are commonly used
in the users' workplace. Whilst the meaning of words for individuals might dif-
fer slightly, the microcopy and terminology used is appropriate to users who
are familiar with technology, and the words and concepts used are sourced
directly from their real world. Similarly, the filter hierarchy (subject > grade >
chapter number) is duplicated in the real world in several workplace systems,
including book authoring. Indeed, this structure is a common type of indexing
and nesting in reality.

3. User control and freedom: The system does not include any extended dia-
logues. The effects of a checkbox selection (or deselection) can be reversed by
deselecting (or reselecting) the same box. The effects of a sort are reversible
by simply clicking on the sort icons again. The detailed view overlay can easily
be closed. Text in the username search box can easily be edited and searches
can be resubmitted. If all else fails, a user can simply reset the entire inter-
face to its default state using the "Reset Filters" button. The system therefore
supports straightforward undo and redo in a number of instances.

4. Consistency and standards: The behaviour of the "All" checkbox is not con-
sistent with conventions - these should be "all or nothing" toggles, not "all
or something" toggles. The behaviour of other checkboxes is consistent with
conventions however (and give the user an all or nothing selection). The be-
havioural inconsistency between the two kinds of checkbox is also not desir-
able and could be improved.

The behaviours of scrollbars, the username search field and "Search" button,
and the close ([x]) button in the detailed overlay are all standard. These el-
ements behave as they would in any other software or system, and behave
consistently within the system.

The"zoomin"iconis notideal. Theiconis typically used to imply a literal visual
zoom in other systems, whereas in this instance it implies something slightly
different. That being said, no other standardised icon exists that would be
more suitable.

Between different parts of the interface, the same terminology is consistently
used (e.g. the same labels are used for the same kinds of things across the
system).
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5. Error prevention: No serious error-prone conditions exist in the system which
is desirable. The "worst case scenario" a user can encounter is simply an
empty table which displays the informative message that says "No results to
display".

Users cannot accidentally delete or lose data. Nonetheless it might be good to
add a warning message that appears when users are about to navigate away
from the page, to inform them that doing so will clear their current search,
because the system does not handle any caching or use cookies.

6. Recognition rather than recall: Again, because all filter options are simulta-
neously visible on a single screen, users are not required to remember what
selection they have made because it is visually apparent to them at all times.

No instructions are included. Perhaps some help text on mouseover or sim-
ple instructions (e.g. "select a filter to update the table") would be beneficial.
These should include keyboard shortcuts too (e.g. [F5] to refresh, or [Esc] to
close overlay).

7. Flexibility and efficiency of use: The system is fairly simple and does not
provide much in the way of options for novice or advanced users. That being
said, it was designed for a very specific group of users who are all familiar
with technology and use computers and web browsers on a daily basis. Users
cannot tailor frequent actions at present (e.g. save searches or set default
filters). This would most likely depend on users being able to login before
they start using the system, which would require server integration.

8. Aesthetic and minimalist design: The design of the interface is minimal-
ist: there are only two parts to the main interface, plus one overlay which
is visually distinct (when the overlay is open, the rest of the page is is faded
out). The microcopy used is generally concise and informative (e.g. the search
placeholder text and filter labels). Less useful details (such as the in-depth info
applicable to only one annotation) are hidden inside the detailed view and do
not take up unnecessary space on the main page.

9. Help users recognize, diagnose, and recover from errors: The system is
generally error free (see error prevention discussion above). The error mes-
sage given for an empty table is clear enough ("No results to display"). How-
ever it does not suggest a solution to remedy the situation. An extra line of
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help text to say "No results to display. Select a different filter", for example,
would be an improvement.

10. Help and documentation: The system does not include documentation. It
is possibly simple enough that it does not need any. However, as mentioned
already some inline help would be useful, for example to inform users about
keyboard shortcuts. If the system were to be used by a completely differ-
ent set of users (e.g. if the team were to expand, or the interface were to be
used by a different company requiring similar functionality), more extensive
documentation may well be necessary to acquaint them with the specific ter-
minology and functionality used and designed for the users involved in this
process.

To summarise possible improvements that emerged from the heuristic evaluation:

* It is not always apparent that the table has updated itself after a filter selec-
tion. The same applies for some instances of column sorting. Some visual
indication that the status of the system has changed would improve visibility
of system status.

* The behaviour of the "All" checkboxes is not consistent with checkbox be-
haviour in analogous systems. It is also not consistent with the behaviour
of other checkboxes within this system. This should be amended to improve
consistency.

* The"zoomin"iconis potentially confusing: in other systems it suggests slightly
different functionality. That being said, a more appropriate standardised icon
is not available.

* In terms of error prevention, adding a warning message that informs users
that they will lose their current search if they navigate away from the web
page would be helpful, to avoid this happening by mistake.

* The empty table message could be more informative if it suggested how users
can recover from this state, instead of just describing what has happened.
Similarly, brief inline or mouseover help text (e.g. keyboard shortcuts) would
be beneficial, to reduce the recall load on users and to provide useful, in situ
documentation.

* Including simple documentation about the system and how to use it would
also be beneficial, particularly in the event that system is used by a different
set of users to those for whom it was designed.
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The heuristic findings complemented much of the feedback from the usability tests
and the QUIS7 results. Visibility of system status is good, as is the match between
the system and the real world. There is much consistency with standard design
patterns, the system is generally error free and the design is arguably aesthetic and
minimalist. All of these factors suggest that the interface generally enables users to
perform tasks, and does not hinder them. While the heuristic evaluation supports
the notion that the interface does help users achieve new, high-level goals (e.g.
sorting, filtering, searching, viewing annotation details) it also revealed the need
for inline help text and possibly some simple documentation for the interface.

7.4 Discussion

Overall the iterative, user-centred process of prototype design, formative evalua-
tion, improvements to the design, and summative evaluation was a positive and
constructive experience. It proved to be immensely useful to get user feedback in
two stages and the feedback acquired from the formative design definitely helped
to improve the design and iron out fundamental issues early on in development.

In terms of process, it would have been preferable to do testing with larger samples
of users [77]. This would have enabled meaningful quantitative data analysis (par-
ticularly of the QUIS7 data) which may have statistically aggregated and resolved
differences between user opinions and experiences. Due to constraints within the
company however, this simply was not possible.

It is risky to attempt to aggregate information from such small samples [78] and
any deviations (in behaviour, understanding or opinion) are significant and must
be taken into consideration. With larger samples of users it would be easier to
analyse the test results and attempt to determine trends in the data. Larger sam-
ples are also more likely to accurately represent an entire population (the "law of
large number" principle in statistics), and can reduce issues associated with high
variance [79, p. 132 & 235].

It would also have been preferable to have more than one opinion on the heuristic
evaluation [62], and a more objective opinion at that. It is immensely difficult to
remain neutral when analysing one's own work, particularly at the end of a lengthy
development process. This is quite apart from the difficulties of having only one
evaluator (no two evaluators consistently identify the same set of usability issues),
as described by Hertzum and Jacobsen [80].
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Similarly, it would be irresponsible to ignore possible biases at play between users
and the designer/evaluator [81]. Users who participated in the design process and
testing are all colleagues of the designer, and it would be naive to assume that they
could be completely objective about a project and interface designed for them, by
an individual whom they know well. Similarly, as a designer so familiar with one's
own company and team workflow processes, one must constantly guard against
projecting assumptions, knowledge and workplace experience on to the design pro-
cess.

Two other notes related to the summative evaluation include the importance of
semantics and a possible pitfall in a heavily user-centred design process.

Firstly, during usability tests the importance of the interpretation of words became
apparent, with, for example, some users referring to a column sort as "filtering" (E.g.
"I would filter by date"). It is likely that the evaluator's understanding of some termi-
nology is slightly different from various users' interpretations of the same terms.
This could have affected answers to usability test questions, where it is possible
that the evaluator's intention in a question was interpreted slightly differently by a
user, due to subtle differences in the understanding of the language.

Secondly, during the heuristic evaluation process, one thing that became evident
was the lack of documentation. This occurred mainly because the system is de-
signed for a small group of experienced, high-end users of technology who would
likely not need extensive documentation to find their way around a relatively simple
interface.

Whilst following a user-centred process has undoubtedly resulted in an interface
tailor-made to the said users' needs, it is interesting to consider how new users
would experience the system, and whether or not it would be intuitive for them too.
For example, if the company expands dramatically, would new employees also find
the interface relatively straight-forward to use, or would they have (new) difficulties
with it because it was not designed for them? All of this speaks to the extensibility
of the system - how easily can it be reused or expanded. The possibility exists that
a user-centred process with such a small group of users inadvertently resulted in a
design that is not hugely extensible or remixable for a different set of users.

In summary, the formative evaluation revealed that the interface was largely suc-
cessful at providing users with new functionality for interacting with annotations.
Where the interface could be improved, it was, and the summative usability tests
confirmed that many of the changes implemented did make the interface more
intuitive and simple to use. While the usability tests, QUIS7 results and heuristic
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evaluation revealed that there are still small improvements that could be made,
they also demonstrated that the interface was successful at providing users with
the new functionality they required. In one interface, users were able to efficiently
view, group, sort, filter and search for annotations - formerly tedious, if not impos-
sible tasks.

The final discussion about the success of the interface in terms of the original re-
search question will be discussed in the following concluding chapter.



Chapter 8

Conclusion

8.1 Conclusion

The aim of this research was to design a new interface, specifically customised to
meet Siyavula's requirements, which would allow users to interact with existing an-
notations in meaningful, useful and hitherto impossible ways. The new interface
was intended provide users with improved functionality, including the ability to eas-
ily filter, sort and search for annotations. Its success can therefore be measured by
whether or not it enabled users to perform these tasks in intuitive, predictable and
easily learnable ways.

As demonstrated in the summative evaluation, users could indeed filter, sort and
search for annotations and most understood very quickly how the interface be-
haved and how they could interact with it. Not only was this observed during the
usability tests but this was also supported by user feedback from the question-
naires, as discussed in detail in Chapter 7. The user-centred methodology was cru-
cial in accurately establishing and confirming user requirements and expectations.
Detailed user feedback at many stages of the design and development process al-
lowed for accurate and conscientious mapping of the problem to the solution. It
resulted in an interface tailor-made for a specific group of users and their require-
ments, which was the desired outcome for this research.

Ideally, the evaluation process could have been further improved by undertaking
formative and summative usability tests with larger samples of users (this was un-
fortunately not possible due to the small size of the company). This would have
allowed for statistical analysis, more accurate aggregation of information, and the
identification of trends in the data. It would have also been preferable to have a

86
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neutral tester undertake the usability tests and to have an external expert (or ex-
perts) perform the heuristic evaluation. Not only was it challenging to minimise
tester/evaluator bias, but there was likely also user bias at play due to users' fa-
miliarity with the researcher. It is also worth considering that Siyavula's employee
skills and requirements are so specific and unusual that the interface might not be
highly extensible or remixable for a different (or expanded) group of users.

The interface provided new functionality that extended far beyond the existing
static table of annotations, and provided users with completely novel ways of in-
teracting with content, that are closely coupled to Siyavula's unique requirements
and workflow processes. For example, annotations could be grouped and filtered
according to meaningful categories (subjects, grades etc.); previews of the text to
which an annotation relates could be viewed; and sets of annotations across differ-
ent grades, subjects and/or usernames could easily be viewed.

On the basis of this, it is reasonable to state that the interface achieved its purpose
for Siyavula and is therefore a success.

Nonetheless it would be incorrect to assume that there is no further room for im-
provement. While feedback from the summative evaluation process was very en-
couraging and indicated that the design was improved after the formative testing,
itis evident that the interface could still be further refined. The behaviour of check-
boxes is a good example of this. The checkbox behaviour was better mapped to
user expectations and experience in the summative testing (compared to in the for-
mative testing), but the current checkbox behaviour is still not ideal: users expect
an "all or nothing" state. It would probably be worth exploring a tri-state checkbox
button (all/something/nothing), to overcome this design challenge. An alternative
for the "zoom in" icon possibly needs to be further investigated (or possibly de-
signed), and adding auto-complete functionality to the username search box would
definitely be an improvement according to user expectations in the summative us-
ability tests.

As successful as it may be in solving one piece of Siyavula's annotation problem,
the final interface forms only a small part of a much larger, idealised annotation
system. The interface will arguably have even greater value when the rest of the
system is in place.
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8.2 Future work

Apart from the small improvements to the interface mentioned above, the table
functionality acquired through the use of DataTables needs to be rewritten, to elim-
inate the constraints and errors introduced by that plugin and to introduce new
functionality like a three-way rotational sort.

Future development should involve combining this back-end interface with a live
database and a front-end system (like Annotator) that allows users to make anno-
tations in the first place. This would transform a proof of concept prototype into a
valuable component of a suite of annotation software.

It would also be immensely useful to integrate issue tracking into the entire sys-
tem for making, viewing, saving and processing annotations. If each annotation
were saved as one issue (e.g. in GitHub), annotations could then easily be assigned
a status (e.g. open or resolved) and they could also be assigned to specific users
(e.g. Maths Literacy annotations could automatically be assigned to the content
coordinator for that subject, who would inevitably have to process them at some
point). Issue tracking software would also allow for customised labels and com-
ment threads to be associated with specific annotations.

Server integration and caching would enable new functionality (related to issue
tracking too) including user authentication and the saving of cookies, to store the
state of the webpage. This allows for other possibilities such as being able to save
several commonly used filter sets (e.g. if a team member only ever processes Phys-
ical Sciences, Grade 10 annotations, it would be very useful to save that as their
default filter query and annotation view).

An investigation into the use of frames to display (on the same page) the original
webbook (with highlighted text) and a specific annotation with details would be
worthwhile. This would enable team members to easily view annotation informa-
tion and context simultaneously, which would help them to assess the validity of a
particular annotation comment.

As with any software development, thoroughly quality assurance testing and browser
cross-compatibility should also be undertaken and implemented.

The result of such further development would be a complete and novel annotation
system that would be relevant far beyond the scope of Siyavula's processes.
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