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Abstract

Aligning structures, often referred to as docking or registration, is
frequently required in fields such as computer science, robotics and
structural biology. The task of aligning the structures is usually
automated, but due to noise and imprecision, the user often needs
to evaluate the results before a final decision can be made. The
solutions involved are of a multidimensional nature and normally
densely populated. Therefore, some form of visualization is neces-
sary, especially if users want to achieve higher level understanding,
such as solution symmetry or clustering, from the data.

We have developed a system that provides two views of the data.
One view places focus on the orientation of the solutions and the
other focuses on translations. Solutions within the views are cross-
linked using various visual cues. Users are also able to apply var-
ious filters, intelligently reducing the solution set. We applied the
visualization to data generated by the automated cryo-EM process
of docking molecular structures into electron density maps. Current
systems in this field only allow for visual representation of a single
solution or a numerical list of the data. We evaluated the system
through a multi-phase user study and found that the users were able
to gain a better high-level understanding of the data, even in cases
of relatively small solution sets.

CR Categories: I.3.6 [Computer Graphics]: Methodology and
Techniques; I.6.8 [Simulation and Modeling]: Types of Simulation

Keywords: multi-dimensional visualization, molecular docking,
glyphs

1 Introduction

Registration, or docking, involves bringing two or more structures
into as close an alignment as possible within a single coordinate
system. It is a problem common to a number of disciplines, in-
cluding medicine, computer vision, biology and computer science
[Zitov and Flusser 2003]. The nature of the data varies with do-
main. For instance, volumetric images constituted from multiple
slices are typically produced in medical imaging, while dense point
clouds are generated from laser range scans by mobile robots. All
forms of registration do, however, have in common that the final
solution is simply a rigid-body transformation (in the case of non-
deforming registration) and an associated fitness score. Automated
algorithms exist for registration but have difficulties in coping with
noise or resolution mismatches. For instance, laser range scanning
may produce significant outliers, while medical imaging has to deal
with aligning different modalities with differing resolutions, such
as MRI, X-ray and PET for the purposes of diagnosis [Pluim et al.
2000]. This often leads to a proliferation of solutions in which the
optimal registration may not achieve the highest fitness.

As a consequence, human intervention is required, but users cannot
be expected to analyze a numerical solution list with thousands of
potential entries. Each solution can be decomposed into a trans-
lation (3-vector), rotation (3-vector) and fitness correlation (single
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value), thereby producing a 7-dimensional space. Without some
form of visualization it is next to impossible for users to derive an
understanding of high-level properties within these solution sets,
in particular clustering, symmetry and mirroring that point to the
structure of the true solution.

Figure 1: Molecular Docking. [Top] A GroEL molecular sub-unit,
derived from X-Ray Crystallography and represented using a rib-
bon visualization. [Bottom] The GroEL molecule docked in several
configurations into an electron density map, depicted from a front
and side view.

In this paper, we present a visualization tool to display the solu-
tion sets generated by registration algorithms. We focus on a spe-
cific application of registration in structural biology (see Figure 1):
docking of high resolution molecular structures produced by X-
Ray Crystallography (XRC) experiments into electron density maps
produced by Cryo-Electron Microscopy (Cryo-EM) experiments.
XRC structures are typically high resolution, but reflect a molecule
in a solid-state regular crystal environment. This experimental tech-
nique is limited to molecules that can be crystalized, which usu-
ally precludes complex molecular assemblies. Conversely, Cryo-
EM techniques are able to produce three-dimensional images of
large molecular assemblies in solution, which much more closely
matches the biological environment. However, current Cryo-EM
techniques produce fairly low-resolution images. It is important to
model molecular structures in as much detail as possible, since a
molecule’s structure is expected to be intimately related to its func-
tion. The process of fitting a high-resolution X-Ray Crystallog-
raphy (XRC) structure into a low-resolution electron density map
generates a pseudo-structure of a large assembly at atomic resolu-
tion. The docking procedure must be accurate, otherwise support-
able conclusions cannot be inferred.

Automated approaches to this type of molecular docking are sup-
ported by software packages, such as Situs [Wriggers et al. 1999],
DockEM [Roseman 2000] and EMatch [Lasker et al. 2007], but
they currently only allow the graphical inspection of single solu-
tions or evaluations of numerical list data.

We provide a multi-view visualization of large solution sets which
splits the focus between translation and rotation. Care is taken to
ensure visual correlation between these two views. Furthermore,
our system supports dynamic filtering, single solution selection, and



associated numerical details on demand. We evaluated the visual-
ization through a user experiment that compares the current numer-
ical list of solutions against our visualization and this shows with
statistical significance, that identification, comparison and high-
level understanding of solutions are improved. In the final part of
this paper, we present a case study of the visualization applied to
the docking of a GroEL molecular sub-unit [Fayet et al. 1989] into
an electron density map.

2 Related Work

There are many visualization schemes that present higher dimen-
sional data in two- or three-dimensions. The most appropriate
choice will naturally be one that respects the characteristics of reg-
istration solution space. This space is discretely sampled, so vi-
sualizations that rely on continuous input data tend to be less ap-
propriate. Furthermore, there are two natural subspaces – rota-
tion and translation – inherent in the 7-dimensional data, so the
choice of visualization should follow from this natural decomposi-
tion. The problem of multidimensional and multivariate visualiza-
tion is well studied. For general coverage of the field we recom-
mend the surveys of Wong and Bergeron [1997] and Ellis and Dix
[2007]. Within the field of molecular analysis the work of Pettersen
et al. [Pettersen et al. 2004] and Moll et al. [Moll et al. 2006] have
relevance to our system, although they address more general visual-
ization. We focus more narrowly here on techniques with potential
relevance to our problem domain.

2.1 Two dimensional visualization techniques

There are a number of effective two-dimensional methods for vi-
sualizing high-dimensional datasets centered around creating re-
lationships between data items. For example, Assa et al. [1997]
evaluate each data item according to defined relations, and assign
a correlation factor to indicate how well each data item and rela-
tion match. The multidimensional data is displayed using relevance
maps, in which each relation is converted into a gravitation node.
Each node is mapped onto a two-dimensional plane and serves as
an attractor for the data items, which are represented by points on
the plane. A point is placed close to a node if it has a high relevance
to that node, and between two nodes if it has relevance to both; the
relative distance indicating the relevance. A related method is the
Parallel Coordinates approach [Inselburg 1985]. This constructs
relations, as follows: points in the data sets are mapped to lines
between variables, which represent the relationship between two
variables. This enables the user to draw conclusions based on vi-
sual cues gained from the parallel coordinate representation. The
user is also able to perform simple and complex queries on the vi-
sualized data, which will eliminate and highlight certain data items.
Both of these techniques can be powerful tools for data mining.
However, they are most useful when working with relationships be-
tween independent variables. In our case, the three variables used
to represent a single translation or orientation are tightly coupled
and cannot meaningfully be separated.

Another approach, as embodied by the VisBio package [Hibbard
2003], is to take a two-dimensional slice through the solution space
as is often done in medical applications. For instance, a single slice
might represent a constant z-translation and set rotation and show
various x-y translations and corresponding fitnesses using a colour
scale. The slice representation is somewhat limited, in that the sys-
tem does not allow for viewing the entire solution space at once.
The user must scroll through each slice. Another drawback is that
the visualization does not intuitively reflect the changes that the
information undergoes as a particular variable changes. In other
words, each slice exists separately and, thus, one has to switch be-

tween slices to see differences. Particularly problematic is that this
scheme fragments the natural three-dimensional subspaces.

2.2 Three-dimensional visualization

Feiner et al. [1999] advocate a three-dimensional approach to
multi-dimensional visualization, termed “worlds within worlds”. In
this system, the higher data dimensions are removed and then added
back in a controlled fashion. Removed dimensions are returned as
three-dimensional subsets of the primary three dimensions. Each
of these 3D sets is represented as a height map, where higher co-
ordinate values are displayed as higher regions in the height map.
This visualization is able to successfully represent abstract multidi-
mensional worlds. Worlds within worlds is difficult to apply to our
solution since it relies on continuous data, whereas registration is
discretely sampled.

Dos Santos et al. [2002] propose another method of 2D or 3D vi-
sualization. Their HyperCell concept breaks down n-dimensional
data by enabling the user to specify which dimensions should serve
as the axes of the cells that are generated. If the user selects a single
variable, that variable will become the x-axis and the y-axis will be
assigned values as a dependent function. When two variables are
selected as axes, the rest of the variables are displayed as contour
maps of those two functions. Finally, if the user selects three dif-
ferent variables to represent the axes, the remaining variables will
be converted into a 3D function. The process is able to represent
all seven dimensions, but does not enable users to fully understand
the spatial dimensionality of the data because it separates the de-
pendency of the underlying variables.

Stump et al. [2003] discuss a third way of constructing three-
dimensional representations for multidimensional data structures,
using glyphs. In their treatment, glyphs are data points in either
two-dimensional or three-dimensional space, with tails that repre-
sent relations or variables. For instance, the length of the tail might
represent the magnitude of a variable and its direction might rep-
resent the orientation of the variable. Glyphs effectively visualize
multidimensional data by both presenting the correlation between
variables within a single data item, and the correlation between
multiple data items in the data set. This has direct applicability
in the context of registration visualization.

Principal Component Analysis (PCA) is another widely used mul-
tidimensional data processing algorithm [Schölkopf et al. 1999].
The PCA algorithm is used to project a multidimensional covari-
ant matrix onto the orthogonal Eigenvectors, principal components
that best represent the data. The principal components produce a
summary of the data due to this mapping. The components are
sorted in a descending manner according to their variance [Yeung
and Ruzzo 2001] and lower valued components are discarded. The
PCA method serves as a successful filtering technique since it cat-
egorizes which variables have the greatest variation and therefore
the greatest effect on the solution set. However, since it summa-
rizes the data in question, it is not suitable for the visualization of
each solution contained in the data set.

Unfortunately, none of these visualizations (with the exception of
Glyphs) adequately respects the structure of the registration solu-
tion space. This necessitates the development of a new visualization
scheme.

3 Design

Using three-dimensional display without proper justification is
frowned on by the visualization community [Cockburn 2004] since



it smacks of “pretty” pictures. In many cases two-dimensional
methods are more effective.

However, considering the properties of the solution set being vi-
sualized, three-dimensional visualization is appropriate. The solu-
tion set contains various transformations, which represent the rigid-
body rotations and translations necessary to align (or dock) one
structure relative to another. By sub-dividing the data, there ex-
ists a one-to-one mapping in three dimensions. In this case, a two-
dimensional mapping is counterintuitive. Furthermore, Glyphs are
applicable in three-dimensions and can be used to represent fitness
(and other variables) effectively.

Each solution is portrayed by two spherical Glyphs, in separate 3D
views – one for translation and one for rotation (as shown in Fig-
ure 2). The fitness is encoded using both colour and deformation.
A standard cold-to-hot colouring strategy is adopted; solutions with
higher fitness are more red and worse solutions are more blue. The
colour scale is normalized according to the range of fitnesses in the
solution space. Thus, the best solution will always be red while the
worst solution will always be blue.

We follow Shneiderman’s mantra: “overview first, zoom and fil-
ter, then details on demand” [Shneiderman 1996] by presenting the
user with a complete overview of the solution space. The user is
able to filter out certain solutions, using one of the predesigned fil-
tering mechanisms (described in Section 3.3), and can explore the
space by zooming or rotating, and gain detailed information about
a solution by selecting it.

Providing a single mapping to three-dimensional space introduces
a bias towards one of the two transformation subsets. Instead, two
side-by-side views are implemented. One view represents the trans-
lation of solutions (with a subsidiary visual cue indicating rotation);
the other view represents the rotations alone. A third view provides
the standard numerical list of solutions. These views are integrated
in a variety of ways (as will be discussed in Section 3.3) to ensure
that the user obtains a complete rather than fragmented understand-
ing.

Figure 2: Colour and shape of glyphs as indicators of fitness.
[Top] Orientation glyphs use superquadrics to augment colour,
with lower fitness indicated by narrower more stellated shapes and
higher fitness by more rounded bulbous shapes. [Bottom] Transla-
tion glyphs use deformed extrusions to augment colour, with thicker
extrusions linked to greater fitness.

3.1 Translation View

The translation view focusses on the translations of the solution
items. The user gains an understanding of the placement of the
solution and its fitness. The visualization also enables users to rec-
ognize structures like clustering of solutions, and mirroring of so-
lutions around an arbitrary point.

In this view glyphs are placed at co-ordinate positions that match
the x, y, z translation values of the solution. Deformation of a glyph

is used to indicate the rotation of the solution. This is done by ex-
truding the surface of the spherical glyph in the direction of the
solution’s rotation using Simple Constrained Deformation (Scodef)
[Borrel and Rappoport 1994]. This deformation scheme allows a
set of constrained points to be displaced with the surrounding sur-
face conforming smoothly (according to a B-spline basis). For our
purposes, a single displacement constraint is applied in the direction
of rotation, while the extent of the surrounding surface undergoing
displacement (the radius of effect) is controlled by the fitness of
the solution, with fitter solutions implying a larger effect. The ac-
tual fitness of the solution is used as the radius of affect. Since the
fitness scores lie between zero and one, the resulting deformation
reflects the absolute fitness of the solution item, as can be seen in
figure 2.

Figure 3: The translation visualization, with solutions placed ac-
cording to their x,y,z translations. Solutions are coloured according
to fitness and have an extrusion which indicates the rotation direc-
tion. The thickness of this extrusion is also used as an indicator of
fittness. A semi-transparent ground plane is placed at the level of
y = 0 translation, and height above this ground plane is indicated
with dashed drop lines.

Figure 3 shows the translation view presented to the user. It con-
tains a semi-transparent grid, positioned along the x-z plane, pro-
viding users with a sense of space. The user is also able to deter-
mine the exact x and z values of each solution item through the unit
markers on the grid. The y translation of the solution is indicated
by the height the solution is placed from the plane. The x-y and
y-z grids are not displayed, thus avoiding cluttering of the view.
However, the user can view these planes as well.

3.2 Rotation View

The rotation view, as seen in figure 4, uses the rotation of each so-
lution to determine its position. A vector is constructed, for each
solution, by the rotation of that solution. The fitness of the solu-
tion dictates the magnitude of the vector. Each vector stretches out
from a center-point with the Glyph placed at its end, thus, solutions
with higher fitness values will be placed further from the center-
point than solutions with lower fitness values. A triangular Glyph



is added to each vector, indicating the final orientation of the solu-
tion item.

Figure 4: The rotation window, with rotations extending from a
centerpoint. Fitness is indicated by distance from the center, a
cool to hot colour scheme and the inflation or deflation of the su-
perquadric glyphs. The flags indicate roll around the direction of
the glyph lines and are necessary for a complete specification of
orientation.

The Glyphs representing the solutions, are deformed to indicate
the absolute fitness of the solutions, thus reinforcing the link be-
tween the two views. Each item is deformed, using superquadrics
[Shaw et al. 1999]. This deformation scheme controls the convexity
and concavity of the sphere. Figure 2 shows the resulting shapes,
ranging from a perfect sphere (fitness of one) to a diamond shaped
model (fitness of zero).

3.3 View Integration

The final visualization presented to the users is displayed in Fig-
ure 5. The side-by-side views are located above the numerical list
of solutions, with the translation view on the left and the rotation
view on the right. The visualization allows users to select an item
in any of the views. The item is highlighted in all the views; items
in the translation and rotation views are enlarged, while the solution
is selected in the numerical list. The data associated with the item
is also presented in a box located between the visualization views
and the numerical list.

Various visual cues link the solutions found in the various views.
The direction of the translation deformations indicates the associ-
ated rotations, but, unfortunately no translation information is pre-
sented in the rotation view. The same colour key is applied to the
solution items in both windows, therefore, each item is encoded
with the same colour across the views.

The visualization allows users to filter the solutions according to
translation, rotation, and fitness. The filtering is applied to both
views, displaying only solutions that fall within the bounds of the
filter. The current translation and rotation filters apply a distance
constraint on the selected item, and every other item in the solution

Translation Rotation
Solution x y z x y z Fitness

1 -2 0 1 -140 140 278.1 0.61043
2 -1 1 -1 50 30 179.95 0.57665
3 3 -5 -1 -30 20 196.31 0.5456
4 -3 -1 1 -140 140 278.1 0.54531
5 3 -5 0 60 70 292.42 0.48593
6 0 2 0 -40 140 0 0.48197
7 0 0 -1 10 20 196.31 0.46687
8 -1 -1 -1 150 40 179.95 0.46511
9 5 7 -6 -140 30 224.94 0.26415

10 5 4 8 60 140 16.36 0.26299
11 7 -1 8 20 140 16.36 0.18531
12 -7 -7 -6 -60 30 224.94 0.16823
13 -7 7 -6 -140 20 229.03 0.15737
14 -4 7 8 -60 120 263.93 0.12864
15 -8 -7 8 120 140 16.36 0.11689

Table 1: Example of a numerical list typically used to evaluate
solutions to automated docking.

space, while the fitness filter includes all solutions that lie within a
user-specified range.

Figure 4 also contains two of the high-level properties found in reg-
istration spaces. The rotation view depicts the top nine solutions in
the space. The solutions form a symmetrical pattern around the x
axis, indicating that the molecule has a six fold symmetry. Most
of the solutions have also been translated along a straight path, dis-
played in the translation view.

4 Experimental setup and evaluation

A typical small-scale solution set generated by an automated dock-
ing system is shown in Table 1. Currently, the sole means for users
to evaluate such numerical results is by visual inspection of the so-
lution set list, with the possible assistance of spreadsheet applica-
tions. Thus, we chose to compare our visualization against such a
list-based analysis.

A sample of twelve experts in the field of chemistry and structural
biology were asked to take part in a longitudinal user experiment.
The aim of the study was to evaluate whether users are able to gain
a higher level understanding of the solution space, and, whether
users find the visualization more useful and intuitive than a list-
based method of evaluation.

Based on the work done by Pillat et al. [2005], we determined a set
of tasks for our experimental subjects to complete, using either a
list-based evaluation or our visualization. Pillat et al. define seven
goals that a user should be able to achieve, using a visualization
of multidimensional space, namely: identify, determine, compare,
infer, locate, visualize and configure. Each of these goals might
require the user to complete several low level sub-goals before it
can be achieved. In keeping with Pillat et al., subjects were tasked
with identifying solutions according to one or more of the quanti-
fying variables (translation, rotation and fitness). Each subject was
also asked to compare different solutions and provide an answer to
the question relating to that comparison, such as how close together
they were in terms of rotation and translation. Subjects needed to
spot different items in the list or visualization and extract exact data
for that solution (e.g., “Identify the solution that is translated in z
only”). Finally, each subject was presented with a hypothesis based
on the solution set (such as “Comment on the hypothesis that the
best solution relies more heavily on rotation than translation”) and
was asked to provide reasons that would either support or discredit
the validity of the provided hypothesis. The tasks also allowed sub-
jects to explore the solution space and comment on any high level
features, such as clustering, mirroring or symmetry, they were able



to infer.

The study was longitudinal in that it consisted of two phases: an
initial test with relatively small solution spaces (less than twenty
solutions) and a later test with larger solution spaces (with 1000 so-
lutions). Each subject took part in both phases and in each phase
completed tasks with both a list-based interface and our visualiza-
tion. In order to compensate for learning effects 4 sets of solutions
and associate tasks were created so that subjects would be exposed
to different tasks for each interface. Furthermore, both the order of
interface presentation (list-based or visualization) and, within each
phase, the order of solution sets, was permuted between subjects.

After completing each phase, the subjects were presented with a 5-
point Likert-scale questionnaire (1 = to 5 = ) that allowed them to
rate both the list-based and visualization interface. A categorization
of questions and their mean scores for both list and visualization ap-
pear in Table 2. The questions test several of the high level goals
outlined by Pillat et al. [2005]. Questions 1 and 2 test the ease with
which subjects could identify items and determine attributes associ-
ated with the data items. Question 3 aims at measuring the subject’s
ability to compare different items using the visualization as an aid,
while Question 4 tests the subject’s ability to infer information such
as rules and hypotheses and Question 5 determines the high level
understanding gained from the visualization by measuring the sub-
ject’s ability to locate various structures such as mirroring, cluster-
ing and symmetry. We used a two-tailed student t-test to evaluate
whether the ratings for each of the questions were significantly dif-
ferent (refer again to Table 2).

5 Results and discussion

Both phases of the test indicates that users found no difference in
identifying items according to fitness, between the list and the vi-
sualization. This is to be expected since spreadsheets allow users
to sort the data items by fitness. In phase one, users indicated that
it was easier to identify items by other attributes and to compare
these items. However, statistical significance only became appar-
ent in phase two where the solution set was much larger, which can
be explained by the fact that users had to sift through a thousand
solutions.

An interesting development can be noted in the results of Question
4. In phase one, users found it significantly easier to verify hypothe-
ses with the visualization, while there is no significant difference for
this in the second phase. We believe this is due to our program not
allowing the user enough freedom to customize the filtering tech-
niques and being overwhelmed by the data. Thus advanced filtering
methods would be a fruitful area for future work.

As can be seen from Question 5 of the results table, the most sig-
nificant result of the user testing is that users found it much easier
to obtain a high level understanding of the solution space, which
includes noticing structures such as symmetry and clustering. This
strongly supports the principle goal of our design.

The results of phase one indicate that the users were less over-
whelmed by the information displayed in the visualization (Ques-
tion 6). However, phase two indicates that the users were as over-
whelmed by the data in the visualization as in the list. This can
probably be countered through the use of initial clustering, where
nearby solutions (in terms of their difference in translation and ro-
tation) are merged into a single representative solution, thus hiding
the complexity from the user until such time as it is requested.

The user testing could be extended to larger sample sizes with per-
haps more significant results. Since the sample size is less than 20
and since the scores do not necessarily follow a normal distribu-

tion, there is the possibility of type-II errors. By cloning the data
and performing a t-test on the larger data set, we also found signifi-
cance for Question 2 and 4, which might serve as an indication that
our sample size was too small and thus produced a type-II error.

The results indicate that the visualization enables users to compare
items more effectively and gain a high level understanding of the
solution space, thus meeting the aim we set out to achieve.

6 Case Study

Here we explore the application of our visualization to a real-world
problem, namely the molecular docking of a GroEL subunit into its
corresponding electron density map. The GroEL (Bacteriophage
growth mutant, restored by mutants in λ head protein gene E, long
form) molecule is shown in Figure 1. It plays a critical role in
the growth of the Eschericia Coli bacteria. The GroEL chaperonin
has been studied in detail because of its various properties. It is
one of the members of the heat shock regulon and is required for
bacterial growth at high temperatures [Fayet et al. 1989]. It has
been shown that the GroE (GroEL and GroES) genes are required
for bacterial growth across a wide temperature range [Fayet et al.
1989]. The molecule consists of two seven-fold symmetric rings
that are docked back to back to form a cylindrical structure [Ranson
et al. 2001]. We illustrate the value of our visualization tool using
the docking of subunits into GroEL as an example.

Docking of a single subunit into the GrOEL EM micrograph with
DockEM [Roseman 2000] produces a solution set of over 1000 ele-
ments. Using our visualization we filter based on fitness and evalu-
ate the top fourteen solutions. Figure 1 provides a reference image
of the sub-structure that was docked to produce the solutions that
are used for our case study. An electron density map of the GroEL
molecule that contains the top ten solutions, is also provided. From
the side-on view it is clear that the sub-structure can dock in two
separate sections of the map. Furthermore, the top-down view high-
lights the seven-fold rotational docking symmetry of the structure.

By consulting the numerical listing of solutions found in Table 3 it
can be seen that the first six solutions share the same z-translation
and that their y- and z-rotations are the same. The same can be
said of solutions seven through thirteen, while solution fourteen,
once again, shares the same rotation found in the first six solutions.
Since we know exactly what molecule is being used in the docking,
we can determine that the sub-structure is being docked into two
separate parts of the GroEL structure. It is also clear that the first
six solutions have rotations of 180 degrees around the y-axis and
zero degrees around the z-axis. However, it is less clear what the
implication of these rotation values are.

These same conclusions can be arrived at more readily using the
dual translation-rotation visualization windows. In particular, the
implications of specific rotations are immediately apparent. Based
on feedback from the user study, a variety of filtering techniques
were implemented. We used these to remove all but the top fourteen
solutions, corresponding to Table 3.

Figure 6 depicts the translation view after filtering. From this view,
it is easy to spot that seven of the best solutions lie along the same
z translation. However, another noticeable result is that another set
of seven solutions have been slightly translated along the z-axis but
once again follow the same pattern of translation.

Turning to the rotation view of the visualization: Figure 7 shows
the initial filtered rotation window. From this filtered view it can
be seen that the top solutions are rotated along an arbitrary axis,
pointing in seven different directions. Examining the fins on each
rotation, it can be seen that the rotations are all oriented in approxi-



Figure 5: Snapshot of the final solution set visualization program evaluated.

mately the same direction. By scaling the solution set (as illustrated
in Figure 8) the solutions can be spaced further apart because the
full solution space is stretched to a solution space of zero-to-one.
This filtering and scaling indicates that the substructure has prob-
ably been docked into a molecule with seven-fold symmetry. This
accords with structural knowledge of the GroEL molecule.

In summary, we find that our visualization, particularly when com-
bined with filtering and scaling, allows effective analysis of docking
solutions, even in complex cases.

7 Conclusions

We have implemented a novel approach to visualization of seven-
dimensional solution sets generated by automated structure dock-
ing, using three-dimensional glyphs in two viewing windows.
These windows focus attention on the relative translation and orien-
tation of the solutions, respectively, and are linked through various
visual cues. A user study shows that we achieved a visualization
that enables users to explore the complete set of solutions, compare
items more readily and infer structural detail such as symmetry,
leading to a high-level appreciation of the solution space important
in determining whether the docking procedure has been correct.

Future development of the visualization includes implementing ini-
tial clustering of the solutions. This will prevent users from being
overwhelmed by the visualization, and allow them to expand re-

gions of interest. The visualization does not currently allow users
to view the actual docked structures, and this needs to be addressed
as well.
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Phase1 Phase2
Question List Visualization T-Test Spreadsheet Visualization T-Test
1. Identification by fitness 4.27 4.18 0.86 4.10 4.00 0.88
2. Identification by translation or orientation. 2.90 3.63 0.18 2.50 4.10 0.004
3. Difficulty of comparing items 3.45 2.72 0.26 3.70 2.40 0.01
4. Ease of supporting or challenging a hypothesis 2.54 3.36 0.09 3.00 3.60 0.26
5. High level understanding 1.45 4.45 1.15e-7 1.60 4.10 3.66e-7
6. Overwhelmed with information. 3.45 2.36 0.03 3.10 2.80 0.63

Table 2: Tabulated results from the two phases of the user experiment. Means from a 5-point Likert scale are reported for both a list-based
and visualization interface. The rightmost column for each phase shows a student t-test for significant difference with significant entries at
p < 0.05 marked in bold.

Translation Rotation
Solution X Y Z X Y Z Fitness

1 16.00 -3.00 6.00 -180.00 180.00 0.00 0.444418
2 -16.00 -6.00 6.00 -30.00 180.00 0.00 0.437882
3 8.00 -15.00 6.00 -130.00 180.00 0.00 0.430174
4 -1.00 16.00 6.00 80.00 180.00 0.00 0.428657
5 -6.00 -16.00 6.00 -80.00 180.00 0.00 0.418409
6 -14.00 8.00 6.00 20.00 180.00 0.00 0.416997
7 -7.00 15.00 -4.00 30.00 20.00 229.03 0.405488
8 16.00 3.00 -4.00 130.00 20.00 229.03 0.401422
9 0.00 -18.00 -4.00 -130.00 20.00 229.03 0.394972

10 -14.00 -11.00 -4.00 -80.00 20.00 229.03 0.390890
11 -17.00 3.00 -4.00 -30.00 20.00 229.03 0.388552
12 -1.00 -18.00 -4.00 -130.00 20.00 229.03 0.382164
13 8.00 14.00 -4.00 80.00 20.00 229.03 0.378775
14 12.00 10.00 6.00 130.00 180.00 0.00 0.376549

Table 3: Fourteen fittest numerical solutions of the GroEL docking procedure.

Figure 6: GroEL Translation View. A filter was applied to remove
all but the top fourteen solutions. The parallel clustering of solu-
tions along two lines is immediately apparent.
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