A lightweight Web interface to Grid scheduling systems
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ABSTRACT
Grid computing is often out of reach for the very scientists who need these resources because of the complexity of popular middleware suites. Some effort has gone into abstracting away these complexities using graphical user interfaces, some of which have been Web-based. This paper presents a lightweight and portable interface for Grid management, that is made possible using recent advances in dynamic technologies for Web applications. Case studies are presented to demonstrate that this interface is both usable and useful. An analysis of usage then highlights some positive and negative aspects of this approach.

Categories and Subject Descriptors
H.1.2 [Models and Principles]: User/Machine Systems;  
D.2.2 [Software]: Interoperability
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Grid Computing Usability
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1. INTRODUCTION
Grid computing, although widespread, is still a relatively young field in Computer Science as it was only formalised by Foster and Kesselman [14] in the early 2000s. As with any new field, however, Grid computing is not without its shortcomings. Since Grids are inherently distributed systems with a strong focus to date on security, reliability and functionality, little attention has been paid to usability [10]. Users of such environments are left with the burden of a steep learning curve and are forced to use low-level tools to accomplish the simplest of tasks. The success of Grid technology is therefore largely dependent on the effective usability of such systems. High-level tools and interfaces that abstract low-level complexity from users are vital to the long-term uptake of Grid technology.

In order to alleviate some of the problems plaguing Grid systems, this paper describes a high-level Web interface to a Grid environment built by taking a lightweight design approach. By assuming such an approach, the problems plaguing traditional Web applications, such as responsiveness, bandwidth efficiency, their level of dynamic interaction and scalability, are minimized. Due to the amount of computation, data transfer and interactivity expected from an interface operating in a Grid environment, a high degree of scalability and bandwidth efficiency is important. Furthermore, a lightweight approach differs from traditional Web development techniques in that it provides users with the feel expected from Web 2.0 applications. Social networking sites such as Facebook [3] and applications such as Gmail [5] and Flickr [4] have increased user awareness of Web 2.0. Finally, a lightweight approach provides a structured, flow-oriented and uninterrupted experience to users. Traditional Web applications have assumed a task-oriented design where users are forced to focus on one task at a time. A lightweight dynamic approach assumes a resource- or object-oriented design that more closely maps to Grid computing.

The rest of this paper is outlined as follows: Section 2 provides a short overview of Grid computing followed by a discussion on existing Grid interfaces in Section 3 and lightweight Web technologies in Section 4. These sections are then drawn together in Section 5 with an overview of the architecture and functionality of the Web interface designed as part of this research. Finally an overview of some case studies is presented in Section 6. Section 7 provides some concluding remarks.

2. GRID COMPUTING MIDDLEWARE SCHEDULERS
The most common Grid middleware, also considered to be the de-facto standard for Grid middleware, is the Globus Toolkit [15]. Globus provides a set of tools that enable access to a Grid but does not provide any mechanism for job scheduling. For this research, a computational campus Grid was built using Grid-aware scheduling middleware.

Many Grid systems and toolkits, such as the Globus Toolkit [15], are merely underlying fabrics for connecting various parts of the Grid together, ensuring secure communications between these parts and providing abstractions of underlying complexities inherent in the core Grid architecture. Many Grid tools rely on third party solutions for scheduling at the execute node or cluster level. This architectural
characteristic allows for a wide range of schedulers to be employed based on the needs of a particular organisation. For this research, and to test the capabilities of the tools developed, the Condor [24] and IBM Loadleveler [20] scheduling systems were used.

2.1 Condor
The Condor batch scheduling system, developed at the University of Wisconsin at Madison [24], is an opportunistic system that makes use of spare compute cycles on networked Condor-enabled nodes to complete work submitted by a user (on condition that certain user specified resource requirements are met). The Condor system supports a wide variety of job types but only vanilla (binary) jobs were utilised.

Once the Condor system has found a suitable candidate machine on which to execute a job, the job is packaged, sent across to this machine, sandboxed and then begins execution. Upon completion, result files are copied back to the submission host. All these operations are taken care of transparently by the underlying Condor system and no user intervention is required once the job is submitted. For the purposes of Grid computing, the Condor flocking system [13] was configured for use in our test Grid. Flocking allows a user to submit a job to his/her own compute nodes and have them run on (or flock to) compute nodes owned by others in a different administrative domain. Furthermore, Condor transparently handles job or machine failures inherent in large distributed systems such as Grids by restarting and/or migrating failed jobs.

2.2 IBM Tivoli Workload Scheduler Loadleveler
Loadleveler [20], like Condor, is a batch scheduling system that takes advantage of idle Loadleveler-enabled machines on a network. Both Loadleveler and Condor are very similar in their architecture and provide similar services. Loadleveler, like Condor, has a flocking-type capability termed the Loadleveler multi-cluster.

Condor and Loadleveler are by no means the only batch schedulers available. Other scheduling systems such as LSF [27], PBS [19], Torque [29] and Sun N1 Grid Engine [16] are equally capable. PBS is no longer free and its open derivative, OpenPBS, is no longer under development and therefore was not taken into consideration. It should be noted, however, that many researchers still make use of this system. Torque is an open-source and actively developed version of PBS, but this research focused only on Condor and Loadleveler but could be extended to include Torque as well. LSF, on the other hand, is proprietary software and requires licensing to run, and was therefore also not considered.

3. EXISTING GRID INTERFACES
Numerous Grid portal systems and development toolkits are available to enable high-level access to Grid computing environments. Toolkits such as Gridport [11] and containers such as Gridsphere [26] allow developers to quickly build and deploy Grid-based tools. The aim of these systems is to allow for a highly customizable, standards-compliant design by allowing developers to write small portlets that plug into a container.

The Gridport toolkit [11] is one of the more well known Grid-portal development toolkits. This toolkit takes a layered approach, the first layer representing the actual Web applications (scheduler interfaces, file managers, etc.) and container. The second layer, the service layer, consists of third party Grid software services (schedulers, Grid middleware, etc.) upon which the Web applications rely. The third layer, the resource layer, consists of the actual hardware resources, comprising of both computational and storage resources.

4. LIGHTWEIGHT USER INTERFACES
With the increased popularity of Web2.0 over the past few years, a steady increase in sites utilising Web2.0 techniques has been observed [21]. The concept of the Web page, in Web2.0 terms, has been replaced with that of the Web application or “webapp”. A Web application differs from a Web page in terms of interactivity, its dynamic properties and most importantly, the fact that it is an application that is deployed within a Web browser.

Since the backend business logic of a typical Grid interface requires mediation between the Grid software and a user’s browser, the overhead imposed by an interface should be kept to a minimum. By requesting only the minimal amount of data required for a particular action, and relying heavily on the client-side interface engine, this goal can be achieved. The use of a combination of lightweight technologies therefore helps to create a more responsive, bandwidth efficient, dynamic and usable interface that is especially suited for use in a Grid environment.

Finally, due to the complexity of a Grid-based job, the use of a dynamic interface helps users to not lose sight of the task at hand by having to wait for subsequent screens to load after each step in the job specification process. This also reduces traffic between the browser and server once the application has been transferred, thereby providing a more responsive user experience.

This section will give an overview of technologies that aid in making Web applications lightweight and more efficient. Finally, a more in-depth discussion on AJAX, used in this research, will be given.

4.1 DHTML
Since Web2.0 applications require a high degree of interactivity and usability, traditional Web development has given way to a more dynamic approach [31] with technologies such as DHTML [28]. DHTML is a development paradigm and not a standalone technology as it incorporates existing technologies such as Javascript, CSS and HTML. The ability of DHTML to manipulate the Document Object Model (DOM) within the browser allows for a page to be updated dynamically and therefore does away with the need to refresh the entire page. This approach has significant benefits in terms of bandwidth efficiency between the browser and the Web server as DHTML is a client-side technology. Data is only transferred when a user makes a request in the form of an update in the browser.
4.2 AJAX
AJAX, or Asynchronous Javascript and XML, is a term first coined by Jesse-James Garrett in 2005 [9]. AJAX provides a development paradigm for building lightweight Web applications. A typical AJAX application makes use of technologies including: DHTML for event-driven components; HTML/XHTML, CSS, HTTP, server-side scripting, Javascript, XML/Document Object Model (DOM), and most importantly, XMLHttpRequest (XHR) [25].

AJAX’s XHR calls, along with its ability to modify the DOM in the browser by way of DHTML, allow for page elements to be updated dynamically and hence do away with a full page refresh required by the traditional Web development paradigm. AJAX applications, once loaded, appear to be more responsive due to the minimal data transfer between the browser and the server and the ability to update only the necessary screen elements.

Technologies such as the Wireless Application Protocol (WAP) have illustrated how lightweight communication can be achieved by allowing asynchronous transaction requests [30] and thereby shortening total communication time and increasing responsiveness. In the Web environment, the WAP equivalent of lightweight communication is the XMLHttpRequest (XHR) [25] API. This API allows Web applications to make synchronous or asynchronous calls, the latter being more common, in order to transfer data between a client and Web server on demand. This behaviour decreases application response time and allows for dynamic data transfer.

Although AJAX is a relatively new concept, many popular websites and services currently make use of AJAX-based interfaces. One of the first such interfaces was Google Suggest [17]. This interface makes search engine query suggestions appear in a drop-down list as one begins to type the search term. Google has been successful in making AJAX techniques popular by incorporating this design approach into services such as Gmail. Many of the elements in the GMail mailbox are dynamically updated depending on the event a user triggers. Another well known service that makes extensive use of AJAX techniques is Google Maps [23]. In this application, data is dynamically transferred to the browser as a user exposes portions of off-screen maps.

AJAX has had application beyond classic webapps. Gozali et al. [18] outline an AJAX-based user interface to Open Public Access Catalogs (OPACs) for better usability and task support. Interactive network visualization tools created by Douitsis et al. [12] illustrate the use of AJAX in conjunction with SVG to create a more responsive and dynamic online tool.

This research is considering the application of lightweight user interfaces to the Grid domain.

5. DESIGNING A LIGHTWEIGHT GRID INTERFACE
5.1 Grid Environment
The test Grid built for this research is composed of three separate clusters, a handful of independent laboratory computers and a Grid server. This server runs the Web interface and also contains local installations of the two scheduling systems, discussed in Section 2. Jobs are pushed from the Grid server to the Grid-enabled clusters via the flocking and multi-cluster capabilities of Condor and Loadleveler respectively. In total, the test Grid was comprised of approximately 60 cores belonging to approximately 25 computers.

One of the chief concerns when designing this system was catering for multiple local schedulers in one interface. Since scheduling systems can become deprecated or simply be overtaken by better systems, it is important to ensure that a Web interface is able to accommodate any new scheduler by creating a language—and scheduler-free base architecture. Multi-scheduler support therefore ensures that local Grid environments consisting of many different scheduling systems, perhaps in different administrative domains, are controlled from one central location by providing a simple mechanism by which to select the scheduler of choice when submitting a job. By giving users the power to alter the base scheduling system, one allows for the submission of jobs to parts of the Grid not under direct control of one of the scheduling systems for example. If there are resources on one part of such a divided Grid that an application needs in order to execute, then being able to change the base scheduler becomes important. Since current scheduling systems are not interoperable, it is not possible to simply transfer jobs from one scheduling system to another. Another benefit of the multi-scheduler approach is that users only need to learn one procedure for submitting and monitoring jobs on a Grid.

5.2 Grid Interface Design Details
After careful consideration of various Web interface technologies, it was decided that the interface designed for this research project would be built by taking an AJAX approach. Since the aim of the research was to build not only a lightweight system, but also a system that has a high degree of interactivity and usability, an AJAX approach provides the framework necessary to realise these goals. The ZK (Zero-Kode) [8] AJAX-based toolkit was used for the development of the system presented in this paper. Reasons for choosing this toolkit include the large set of predefined widgets and adequate documentation.

Interviews were held with four senior scientists from different scientific domains, such as Chemistry and Physics, that actively make use of (High Performance Computing (HPC)) resources. Data on application types, software tools, scheduling systems, dataset sizes, operating systems, architectures, run times and many other such metrics were gathered during these interviews. From this data, it was clear that parameter-sweep applications would be most useful to the scientists. Parameter-sweep applications are Single Instruction Multiple Data (SIMD) type applications where the same program or binary is used to process slightly different input data on each “sweep” of the application. An example of such an application would be a High Energy Physics application looking for patterns in data passed to it from a detector. Such data is always in the same format.

The final design considerations that were decided upon were the components that the interface was to support. These include Grid status, job creation, job submission, job query,
admin and file transfer components (see Figure 1). As can be seen from this figure, each of the components are split into client- and server-side components. The client-side is responsible for making requests to the server for new information as well as displaying the output of these requests while the server-side is responsible for receiving requests and generating the data to update the Web interface. An overview of each of these components is presented in the following sections.

5.3 System Status

The status component is responsible for providing up-to-the-minute information on the status of the computational Grid environment. As can be seen from Figure 1, each scheduler has a custom-built Status Daemon (SD) wrapper script which is executed at five minute intervals. These scripts wrap around the low-level command-line status utilities bundled with each scheduler. The purpose of these scripts is to gather information from all Grid machines on which the particular scheduler is installed, extract the relevant information from the wealth of status statistics and then populate a MySQL database with this information. The status component of the Web interface is then periodically updated by an XHR call to reflect the latest status of the Grid. It is important to note that only the status component is updated and a full page refresh is not required.

The status component contains a summary bar for each pool where an overview of the overall pool resource information is provided graphically (load, memory, disk space and compute power). Furthermore, an expanded view provides details about which pool machines are available as well as their operating systems and architectures.

5.4 Job Submission

The job submission component allows a user to submit a job to the Grid in a two-step process, namely job creation followed by job launching.

The first step in the job submission process is the job creation step. During this step a user specifies a job by following steps outlined in a wizard, or alternatively, loads an existing job template from file—the origins of which will be discussed shortly. The interface provides a seven step wizard that prompts users for various pieces of information as listed below:

- Job specific information (job name, description, etc.)
- Application specific information (similar to job information)
- Resource filtering (architectures, OSes, etc.)
- Executable selection
- Input file selection
- Input argument enumeration
- Output-specific settings

The wizard was designed to look and feel like wizards found in most desktop applications. By making use of the DHTML functionality present in AJAX, parts of this wizard can be hidden as new parts are revealed, thereby providing the illusion of the familiar guided wizard. Furthermore, parts of the wizard not required by the user are not loaded prior to its use, thereby reducing overall communication between the browser and the server and also reducing latency. This principle holds for many of the interface components. The job creation wizard, for example, is loaded for the first time only when a user selects this option from the main interface window.

There are two parts of the wizard that deserve special mention. The first of these parts is the filtering step. As can be seen from Figure 2, a user is able to select the platform and operating system their Grid application is to be executed upon by selecting from the set of available architectures and operating systems, or by selecting a set of clusters or pools from the groupbox to the right. Furthermore, the selected machines can be further filtered by applying a set of resource constraints. These values are automatically generated by the Grid interface and represent the lower and upper bounds for these values depending on the current Grid status.

The next part of the job creation process is the input argument enumeration component. Since it was decided that the interface would support parameter sweep type applications, an argument enumeration system was developed and
incorporated into the wizard (see Figure 3). This system allows a user to specify or enumerate arguments that would traditionally appear only on the command-line, by using the Web interface. Each enumeration, which can be thought of as a row in a table, is then passed to the application as one “sweep”. A user is able to specify arguments by creating a field and then selecting from one of four different types, namely, flag, number, multiple-file and single-file. A flag is simply a textual entry that is repeated for the number of arguments a user specifies and is repeated verbatim for each run of the application. The number type is a dynamically allocated argument for each run. A user specifies a minimum value, a maximum value and the incremental value at which the argument will advance. In order to handle input files, two file types are provided. The multiple-file type allows a directory of input files specified as part of the job creation process to be distributed over the entire application run. Finally, the single-file argument operates much like the flag argument; however, it specifies a single file to be included as an argument to each run. It is important to note that with $n$ runs of an application, the user specifies an argument only once. If the application happens to require multiple arguments per run, the user simply adds a new field corresponding to each argument and the interface will populate the runs with the appropriate values. In other words, if some application requires 100 sub-jobs, where each sub-job requires 4 arguments, the user only creates four arguments and sets how the interface should distribute the arguments to each run by making use of argument types just mentioned. Furthermore, arguments can be reordered by use of a drag and drop interface built into the wizard. Furthermore, a sample command-line window is provided that allows users to see the final output of their argument selection in real-time. This window is dynamically updated each time a change to an argument is made.

Once the job to run has been specified and the job creation process is complete, the interface creates a job template file in the user’s home directory. This template, specified in XML, is based on the Job Submission Description Language (JSDL) [6] which provides a standard, language-independent way to specify Grid-based jobs. JSDL, however, was deemed unsuitable for parameter sweep applications due to inadequate support for multiple argument specifications. In order to compensate for this shortcoming, a modified version of JSDL, termed Parameter Sweep Description Language (PSDL) was created.

Once a job has successfully been created, it can be launched on the Grid. Since a user can load a job template from file, the job creation and submission steps have been separated. In order to launch a job, the interface provides visual cues in a job notification panel to alert a user that the job is ready to be launched. Once the alert, in the form of a flashing icon, is clicked, the job submission process begins. The process starts by selecting the scheduler that the user has specified as the current default scheduler. A submission script associated with the chosen scheduler is loaded and executed with the PSDL template as input (see Figure 1).

The time taken to set up a job depends on the number of runs. If, for example, a job consisting of 100 individual runs of 50mb data each is submitted, the submission process will naturally take longer than, say, 100 runs of 10mb data each. Therefore, submissions containing gigabytes of input data take tens of minutes to submit since all input files are copied to a spool directory on the submit machine.

5.5 Job Querying

The job query component allows a user to browse all jobs previously submitted as well as monitor the status of jobs currently running or still in the run queue, delete jobs, and retrieve the output generated from completed jobs. A user can at any time choose to update the information displayed in this component. Once again, only the status information is retrieved from the server and all other interface components remain unaffected.

5.6 Other Interface Components

The four components described so far account for the main functionality present in the interface; however, mechanisms for file transfer as well as administration were deemed important. The administration system allows for the addition of users, the changing of user passwords as well as the ability to view the details of and delete all jobs submitted using the Web interface. Furthermore, the administration system
allows for the addition of user quotas to the system. This is important in controlling who has access to the Grid, for how long and when such users are allowed access, thereby ensuring a fair and equitable share of Grid resources.

The final component of importance is the file transfer component, based on Webdav [22], which relies on functionality built into the Apache Tomcat container. The Webdav subsystem provides users with a quick and efficient way to bulk-upload files to their home directory on the submission system, by creating a network share on desktop operating system. Users can then transfer files from their desktop to the submission server using simple copy and paste. Since the interface deals with parameter sweep applications, which could typically consist of many hundreds of files, a Web-based upload system was not considered to be feasible for large numbers of files. Nevertheless, the core interface also has file upload capabilities built into an AJAX file browser for cases when users wish to upload or overwrite single files.

6. CASE STUDIES
In order to test both the performance and the ability of the Web interface to cater for different parameter sweep scenarios, a number of case studies were conducted. A set of realistic problems were chosen from well-defined application domains that are known to make use of high performance computing resources.

The whetstone benchmark, a classic computational performance benchmark, formed the first case study to be launched using the Web interface. The aim of this case study was simply to run the benchmark on all the execute nodes present on the Grid to ensure the correct operation of all the appropriate systems. For the second case study, a simple text indexer was run. The aim of the indexer is to build an inverted file for each word in a set of text files—an operation fundamental to search engines. The third case study involved the conversion of audio from .wma format to .mp3 format. This study represents those applications requiring data conversion, an operation that is usually computationally intensive. The final case study involved the rendering of animations across the Grid. By making use of Blender [1], an open source rendering package, as well as animations from the open movie Elephant’s Dream [2], this case study served to illustrate the diverse set of problems for which a parameter sweep-specific interface can be used.

6.1 Analysis - Issues
For both the audio conversion and distributed rendering case studies, an alternate submission mechanism was needed. The audio conversion required a series of sub-programs to be run in sequence in order to convert from .wma to .wave formats (requiring one program) and then from .wave to .mp3 (requiring another program). Furthermore, both these case studies required shared object files to be packaged along with the binaries in order to run on platforms where certain software, such as Python (required by Blender), was not installed.

Since the interface takes only one executable per job, it was necessary to write a bash script which would be able to execute the jobs described so far. In the case of the distributed rendering case study, instead of specifying the Blender binary as the executable, the bash script was specified as the executable and the Blender binary, along with all other required files, was packaged into a tar archive and passed to the script as a single-file argument in the interface. The script, shown below, therefore serves as a wrapper for the job.

```
#!/bin/bash

tar xvzf inputFiles.tar.gz
export LD_LIBRARY_PATH=.

./blender -b input.blend -x 1 -o \\noutput -F MOVIE -a $1 -e $2 -a \nrm blender lib* inputFiles.tar.* \ninput.blend
```

In this script, $1 and $2 represent numerical frame range values passed to the script from the interface. For each run of a job, a different set of frame ranges are passed to the script with the same input file. This input file contains all the object files (referred to by `LD_LIBRARY_PATH`) as well as the animation to be rendered and the Blender binary.

6.2 Analysis - Performance
For each case study conducted a range of timing information was gathered to gain insight into interface and scheduler performance. Summarised in Table 1, these results include the time taken to render the PSDL XML document after the job creation step; the cumulative spool file size for all subjobs; the number of runs of the application; the time taken to submit the job to the scheduler (including copying of input files and executables to the spool file); the approximate real compute time (excluding scheduler negotiation); the total run time of the job (including scheduler negotiation) and the time taken for the job to execute on a single CPU. For all case studies, all machines on the test Grid (approximately 50 Linux-based cores) were utilised. Since the time taken for certain scheduling operations is variable, approximate timing values are indicated with a tilde.

The results show that the time to generate the PSDL document is negligible for both small and large jobs. Jobs such as the audio converter, complex in terms of the number of runs as well as input arguments, take only three seconds to generate. Since the PSDL file for a job this large contains more than 8000 lines, this time is acceptable due to the speed at which Xerces [7] can extract and generate XML data. The time to submit such a large job, however, is noticeable. In Table 1, submit times are shown for all four case studies. It was found that the time to submit a job is, unsurprisingly, directly proportional to the total data size of the job. This is due to the scheduling system creating a spool directory for each subjob into which it places the executable as well as any input files required by the job. For a large job such as the audio converter the submission process took approximately 17 minutes due to this copying procedure. It was observed that no jobs are scheduled until the entire job has been spooled. This observation is a scheduler-specific limitation and further investigation is needed into determining its cause.

The process of submitting a job, unfortunately, renders the Web interface unusable until after the job has been submit-
The results also show the speedup from utilising the Grid as opposed to a single machine. The theoretical speedup for the test Grid should be of the order of 50 times more than a single machine due to 50 cores being utilised. The results, however, show that the maximum speedup attained was at most 20. There are many reasons for this, the first having to do with scheduler negotiation time. Since it can take several minutes to identify a machine on which a job is able to run (see Table 1), there is an idle period in which no work is being done. The main reason for this is that Condor flocking was enabled. The flocking process has to obtain information on many clusters as well as schedule new jobs to these clusters. It was observed that the scheduling process took much longer on the flocking-enabled Grid as opposed to a single cluster installed with the Condor scheduler. It was also noted that jobs begin to execute on some flocked clusters before others, indicating that there may be a delay in receiving information from these latter clusters. This delay is a possible reason for the lengthy idle times observed, although further investigation is required. The interface is therefore in no way responsible for these performance issues.

The time taken to transfer large volumes of data, both to and from remote hosts, affects the speedup. The results verify the theoretical size/time Grid tradeoff in that the longer a job runs, the less overhead in terms of negotiation and file transfer will be incurred relative to the total running time of the job itself. Although the use of a Grid has benefits for jobs that run for short periods of time, a significant speedup will only be noticed if thousands of such jobs are to be run as pre-startup negotiation tends to take longer than post-startup negotiation.

### 6.3 Analysis - Feasibility of AJAX

An AJAX-based approach to Web application development promises to enhance many facets of Web applications from system efficiency to usability. The cost at which such improvements are achieved must, however, be considered.

Firstly, the development time for complex AJAX-based Web applications can be shortened by using toolkits such as ZK that deal with browser details and present the programmer with a simple and familiar desktop- or Web-metaphor API. The speed of AJAX-based Web applications is often inversely-related to the functionality provided by the toolkit. Various optimisations are possible to deal with this, including the selective and on-demand inclusion of libraries and interface elements. Such techniques were used in this study. A production system would typically include hand-optimised AJAX code.

The download size of the application was larger than a typical Web page, but this is compensated for over time because further pages are not loaded from the server—only raw data updates are transferred over the network. Due to the large amount of information that Grid jobs produce, an AJAX-based interface effectively reduces the amount of bandwidth required to update and display this information, thereby reducing traffic in networked environments.

Furthermore, due to the high frequency of updates to the status of Grid jobs and Grid resources, the dynamic properties of interfaces built using the AJAX approach ensure that data displayed in the interface is always fresh.

While there are potential pitfalls, most of these can be addressed adequately. AJAX has thus been demonstrated to be a feasible approach, in this study, for the development of a lightweight Grid scheduling interface.

### 7. CONCLUSION

Grids have traditionally been controlled and used through relatively low-level interfaces. This study attempted to create a higher-level interface in the context of recent advances in Web technology.

A proof-of-concept lightweight Grid scheduler interface was developed using the AJAX bundle of technologies. The experience of the case studies confirms the usefulness of this type of abstraction for real problems, notwithstanding some complexity in current AJAX toolkits. However, as demonstrated, the interface presented to the end-user can be similar to that of desktop applications. Such an approach should thus contribute to the widespread adoption of Grid computing tools.

The tools developed during this research will be made publicly available once all changes suggested during the user evaluations as well as some improvements have been made.

Ongoing work is focused on controlled usability studies and additional performance measurements, to provide further in...
sights and evidence in support of the applicability of AJAX in such applications.
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